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Abstract 

One of the most evident consequences of the Great Financial Crisis has been a rapid expansion of 

banking regulation. We argue that the burden of the new regulatory system is asymmetric, driving 

small banks to the “too-small-to-survive” zone, while reinforcing the “too-big-to-fail” protection for 

big banks. The asymmetric effect on banking structure produces related asymmetries on firms and 

regional economies, in light of the fact that small firms and peripheral regions are highly dependent 

on bank credit and need strategic proximity of banking structures. Finally, our review of the 

literature on different countries and on different periods of time, including the financial crisis years, 

suggests the importance of a differentiated banking model when firms and regions are 

heterogeneous. There is no obvious optimal size of bank. 
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1. Introduction 

There is broad agreement that four concomitant waves are at the root of the last financial crisis: 

monetary policy, credit, trust and bank regulation. These waves have swung from liquidity expansion to 

boost economic activity to money tightness to contain the risk of speculative bubbles, from credit 

boom to credit crunch, from expansive trust in counterparties to generalized distrust, from a liberal 

regulatory environment to reregulation that runs the risk of financial suppression. Furthermore, the 

four waves have interacted with one another and have reinforced their joint strength. As the effects of 

the crisis have settled, three main aspects of a new operative scenario in banking have emerged:  

1. the end of the liberalization myth,  which was adopted to improve the efficiency of banks and 

financial markets: years of deregulation had enhanced the rise of big universal banks, unanimously 

considered to have spread contagion in the crisis through the originate-and-distribute model;  

2. the return to a growing regulatory system to forestall financial risks and to regain banking stability; 

and 

3. the trend toward a higher diversification of funds available to productive firms, in the direction of 

reducing the share of pro-cyclical bank credit by increasing the flow of negotiable assets (bonds and 

shares) raised directly in the markets. 

At this point, it is relevant to understand how and to what extent this new scenario will impact on 

the links among banks, regions and local development. Before the crisis, Alessandrini, Papi, and 

Zazzaro (2003) reviewed these connections along the following dimensions:  

 

a. the effects of banking consolidation on both bank competition and credit conditions; 

b. the effects of bank mergers and acquisitions on small firms’ financing; 

c. the role of local banks in financing local development; and 

d. the effects of banking integration on regional development disparities. 

 

Our purpose is to reconsider these issues in the light of the new operative scenario and of the main 

empirical results that have emerged in the last 15 years. To better focus on an historical perspective, we 

start our analysis by dedicating Section two of the chapter to a rapid excursus of the regulation-

deregulation pendulum that has been working from the Great Depression (GD) of the 1930s to the 

Great Financial Crisis (GFC). The main conclusion of this Section is that each phase of the pendulum 

has left an impact on the structure of the banking system and on the credit market. In the current 

situation, the re-regulation wave has put more emphasis than in the past on a complex system of 

controls to cover an extended range of risks of banking intermediation. The burden of such a stability, 

excluding the initial rescues, has been borne by banks, particularly  European, with no adequate 

distinction relative to size, organizational structure, kind of intermediation, customer portfolio (i.e., 
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relevance of small firms), and regional development. Our point of view is that the macro impact of this 

microprudential approach will produce asymmetric effects on the structure of the banking system. The 

tighter regime of controls and requirements stimulates bank consolidations, while penalizing in relative 

terms small local or  community banks.  

Section three questions whether greater integration of European financial markets is best served by  

further bank consolidation. The literature does not offer univocal answers on the links between bank 

structure and development. The financial crisis has contributed to the opacity of the empirical results, 

but it has also revealed the risks connected to financial deepening and overbanking. Section four  

reviews the empirical evidence on the relevance of banking geography in presence of an uneven playing 

field in which global and local banks compete in fostering local development and reducing regional 

disparities with different objectives and comparative advantages. The results demonstrate that one 

cannot arrive at a “best” model by contrasting global versus local banks. Section five draws main 

conclusions. 

 

2.  The regulation-deregulation pendulum and banking structure 

Over the last eight decades, we have had two peaks of financial regulation, the first in the wake of the 

GD of the 1930s and the second after the GFC of 2008-2009. Between these two peaks we have 

experienced a long wave of deregulation that started in the 1980s and progressed in the 1990s. At the 

end of the GD the United States, having suffered a traumatic stock market crash and a series of 

debilitating banking crises, led the re-regulation movement: first by enacting the Glass-Steagall Act of 

1933 that, not only established the Federal Deposit Insurance Corporation, but separated commercial 

banking from investment banking activity;  and second by erecting a protective wall around commercial 

banks which were shielded by interest rate ceilings in the deposit market through interest rate (so-called 

Regulation Q). The separation of commercial banking from investment banking was designed to end 

the model of universal banking that legislators believed was responsible for stock market speculation.1 

Re-regulation occurred also in other countries, albeit in different form and with different tempo. For 

example, Fascist Italy, having gone through three waves of industrial and banking crises in the Twenties 

and early Thirties, opted to protect bank depositors, not through a deposit insurance institution, but by 

nationalizing the bulk of the Italian banking system and transforming all banking activities as “public 

law” activities, in essence making banking the business of the State (Fratianni and Spinelli 2001: 316-

321). Despite these differences, the Italian Banking Law of 1936 shared with the Glass-Steagall Act the 

objective of functional separation of the banking system:  deposit-creating banks were restricted to 

extend relatively short loans, while leaving longer-term loans to special credit institutions that obtained 

                                                           
1 The evidence is far from clear that securities affiliates of commercial banks engaged in “excessive” speculative activities 
(White 1986).    
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financing from the capital market. In this way, maturity transformation was minimized. In sum, post-

GD regulation was designed to alter banking structure and create a safety net around banking. This 

model was firmly in place through the end of the Bretton Woods system. 

The 1980s brought a more liberal climate of capital flows and deregulation of deposit and credit 

markets. Cracks began to show in the regulatory apparatus both at the national and international level. 

The US Savings and Loan crisis of the 1980s was a classic case of national regulatory forbearance; it 

was followed by an even greater regulatory failure in Japan in the 1990s. Safety nets were subsidizing 

risk more than reducing it, while banks and regulatory agencies were following their own wishful 

gambles for resurrection strategies.  It was also clear that lower regulation countries, like Japan, engaged 

in unfair competition with higher regulation countries (Fratianni and Pattison 2002). Basel I (1988) was 

born out of these concerns. It was an accord on minimum capital requirements computed by assigning 

arbitrary, simple and mechanistic weights to different bank asset categories. Bank safety was the 

essential reason underlying higher capital requirements. Furthermore, if the average cost of capital were 

to be insensitive to leverage, as implied by Modigliani and Miller (1958), higher capital requirements 

would not affect the cost of bank lending. But serious doubts exist that the capital structure irrelevance 

theorem may hold for banks (Cline 2015). At any rate, Basel II (2004) rectified some of the deficiencies 

of Basel I, covered other important aspects of risk, and introduced requirements on information 

disclosure on capital and risk management. The expansion and the internationalization of regulation 

and supervision was accompanied by an expansion of the safety net. Central banks became fully 

committed to provide, in a crisis emergency, liquidity and deposit insurance systems proliferated. The 

too-big-to-fail (TBTF) principle was officially enshrined in the United States in September of 1984, 

following the bailout of the Continental Illinois National Bank.   

The first signs that the post-GD regulatory apparatus was coming to an end also appeared in the 

1980s with the dismantling of Regulation Q in the United States and Big Bang in the United Kingdom. 

The weakening of this apparatus correlates with the resurgence of the universal banking model. In Italy, 

the Amato Law of 1990 signaled that the functional specialization prescribed by the Banking Law of 

1936 had short life left. With the Second European banking directive of 1992 and the New Banking 

Law of 1993 (Testo Unico Bancario) the universal banking model received the official imprimatur. The 

United States followed suit, first by allowing two large mergers, the first of Morgan Stanley (an 

investment bank) with Dean Witter Reynold (a brokerage firm) and Discover (a credit card company) 

in 1997, and the second between Travelers Insurance with Citicorp in 1998. In 1999, the Glass-Stegall 

Act was replaced by the Gram-Leach-Bliley Act, which reintroduced the universal banking model.  By 

removing barriers between commercial banking, investment banking and insurance, the new de-

regulation, set in an environment of liberalized capital flows, facilitated the growth of large, complex, 

interconnected, and international banks. From 1999 to 2008, total assets of the world’s largest banks 
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rose at least by a factor of two and in some cases by a factor of four (Laeven et al. 2014: Figure 1). Big 

became bigger and with it grew the relevance of TBTF.2  

Under the pressure of the crisis, Basel III (2010-11) emerged as a much more muscular version of 

Basel II in terms of capital requirements. It also introduced non-credit risk based requirements such as 

minimum leverage and liquidity ratios. Basel III is actually an ongoing process that produces a constant 

flow of new norms and clarifying documents.3  But the one feature that really stands out in Basel III is 

complexity (Masera 2015: Figures 1-4). Complexity goes beyond the enormous number of pages 

detailing norms and interpretation. It is measured in terms of data, analytics, implementation and 

reporting requirements.4 The basic issue at stake is whether complex systems are better handled by 

complex controls or simple controls. Judged in terms of interaction alone, complex controls are at a 

disadvantage relative to simple controls. Implementation and compliance costs are another strike 

against complexity. Furthermore, while Basel III defines a forest of risk definitions, it ignores that 

ultimately risk is determined by the interaction of a complex system with complex controls (Caprio 

2013). Take as an example the zero weight on holdings of government securities. This induces banks to 

re-allocate portfolios in favor of government debt and governments to accommodate the higher 

demand, a process that alters the nature of risk. In a crisis, a big wedge develops between the market 

perception of risk and the definition of risk set by the regulators. This wedge encourages simultaneous 

sales by all banks, as it happened with Greek bonds during the sovereign debt crisis. The point is that 

risk changes and that a Gosplan-type regulator works “no better for bankers than it did for tractors” 

(Haldane 2011: 10).   

Going back to our theme of banking structure, Basel III treats all banks virtually the same.5 This 

uniformity affects unfavorably the smaller local or community banks that are an important feature of 

many banking systems, including the United States and several European countries, Italy included.  The 

uniformity of regulation penalizes local banks relative to larger banks because the implementation of 

complex regulation is to a large extent a fixed cost (Koch 2013: Chart 4). But there is a second 

disadvantage falling on smaller banks: the subsidy that large banks may still receive from the possibility 

that the capital surcharge may not be adequate to prevent being rescued by governments.  Without a 

regulatory correction, small banks are at risk of disappearing, an issue that is hotly debated in the 

                                                           
2 Recently, the Financial Stability Board has identified 30 mega banks as “global systematically important banks” (G-SIBs).  
As of 2014, the 30 G-SIBs held assets valued at approximately $47 trillion and capital valued at $2.5 trillion (Persaud 
2014:2). 
3 For example, the most recent concern of the Basel Committee for Bank Supervision is how to treat differentially a group 
of 30 G-SIBs so as to compensate for the contingent subsidy implied in being TBTF; for the evolution of the capital 
surcharge on the mega banks refer to Financial Stability Board (2014, 2015) and for estimate of the size of the subsidy 
earned by TBTF banks refer to Siegert and Willison (2015). 
4 Haldane (2011:2-3) offers a simple metric of such complexity: “…using an advanced internal set of models to calibrate 
capital…number of risk buckets has increased from around seven under Basel I…to, on a conservative estimate, over 
200,000 under Basel II…to over 200 million [under Basel III].” 
5 Except the 30 G-SIBs. 
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United States, which has already implemented a dual-regulatory system, one that is applicable to very 

large banks (Advanced Approaches Banks) and another to community banks (Fratianni 2015). The 

latter face smaller risk-weighted capital ratios than the former and are exempt from the countercyclical 

capital buffer, supplementary leverage ratio, and credit valuation adjustments requirements (Hunter 

2015). Furthermore, community banks in the United States are subject to lighter supervision than 

applicable to large banks and are exempt from stress testing and capital planning requirements (Yellen 

2014). In contrast, the EU application of Basel III does not make any substantial distinction between 

large and local banks6. 

To conclude, regulation impacts not only risk and profitability of the banking system as a whole 

but also its structure. The last wave of regulation is relatively unfriendly to local banks, reflecting the 

position of regulators, especially European, that a consolidation of the banking system can lower 

systemic risk. American regulators, unlike their European counterparts, appear to be convinced that 

variety of organizational forms in banking is worth preserving.   

 

3. A new wave of banking consolidation?  

In the renewed regulatory environment, cross-border mergers and acquisitions (M&As) in the euro area 

(EA) confirm the trend in number and value of transactions that has prevailed since the global financial 

crisis of 2007-2009. In fact, from  December 2013 to December 2014 the number of  EA credit 

institutions has decreased by 8 per cent,  from 5347 to 4910, a reduction that is similar to that occurred 

during the entire previous five years  (Figure 1). This trend is likely to persist in the future.  

 At the same time, banks are changing their spatial organizational structure, by reducing the number 

of branches and increasing the use of impersonal tools to manage deposit and loan relationships, such 

as e-banking and internet-based platforms (Petersen and Rajan 2002). In Europe, the number of 

branches peaked in 2009 with 186,255; then the trend has been reversed: in 2014 there were 159,396 

branches. The phenomenon is even more evident if we consider the dynamics of the ratio between 

population and number of branches (Figure 1). In contrast, the penetration of online banking has 

almost doubled from 2007 to 2015, reaching 46 per cent of population7, even if this percentage is 

extremely variable across EU countries, from 90 per cent in Norway, to 26 per cent in Italy and 5 per 

cent in Bulgaria, Macedonia and Romania).  

 

 

                                                           
6In fact, with the exception of the global systematically important banks, the European regulatory approach envisages  a sort 
of one-size-fits-all regulation framework relegating the implementation of the principle of proportionality basically to a 
different frequency of the supervisory engagement for the various size categories of banks  
7 Figures on online banking penetration in European countries are drawn from Statista at statista.com/222286/online-
banking-penetration-in-leading-european countries. 
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These changes in the European banking structure raise new and old questions. Does Europe need 

further banking consolidation? Does increasing financial market integration require a new wave of bank 

mergers and acquisitions? What is the likely impact of this new wave of banking M&As on the growth 

of peripheral European regions and access to credit for small, local enterprises and households?  

 These are complex questions to which it is difficult to give clear, univocal answers. Much will 

depend on what banks will be involved in the deals, how these operations will be designed and 

conducted and how the emerging larger, pan-European banking organizations will be actually managed. 

However, the experience of the Nineties and the empirical evidence accumulated in the last twenty 

years on the organizational structure and geographical distribution of banks should help to inform the 

political debate and prevent further imbalances in the EA. 

 

3.1. Banks and development 

For forty years after the publication of Goldsmith’s (1969) book on Financial structure and development, the 

empirical literature has been engaged in identifying the causal direction between financial deepening 
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and economic growth. Hundreds of papers have been devoted to establish whether banks are "the 

headquarters of the capitalist system" where "the settlement of plans for further development is 

decided” (Schumpeter 1934: 126) or “…enterprise leads finance follow” (Robinson 1952: 86).  

 The vast literature on banks and development, comprehensively reviewed before the crisis by 

Levine (2007), leads to three broad generalizations:  

 

(i) countries with more finance, efficient banks and well-functioning financial markets grow faster;  

(ii) causality  goes from finance to economic growth or, at the very least, is bi-directional; and 

(iii) financial systems tend to  ease the financing constraints that impede innovation and interfere with 

efficient inter-sectoral  resource allocations in the economy rather than induce capital accumulation. 

 

 The dramatic GFC has thrown serious doubts on these optimistic conclusions about the finance-

growth nexus. Many scholars seem to rediscover the admonitions of Hyman Minsky and James Tobin 

on the instability and “unproductivity” of financial markets and the risks of an over-financialization and 

over-bancarization of the economy. The risk is that we are  “throwing more and more of our resources, 

including the cream of our youth, into financial activities remote from production of goods and 

services, into activities that generate high private rewards disproportionate to their social productivity” 

(Tobin 1984: 14).  

 In this perspective, an increasing number of papers have documented that financial deepening is 

not always beneficial for economic growth and that economies can be overbanked, that is devoting too 

many resources to a good thing. Rioja and Valev (2004), for example, find that an increase of financial 

depth has a positive and strong impact on the rate of growth of countries that are at an intermediate 

level of financial depth, while it has small or no effects in countries at low and high levels of financial 

depth. In a similar vein, Rousseau and Wachtel (2011) show that the positive contribution of finance to 

economic growth has disappeared after the Nineties. Moreover Easterly et al. (2000), Arcand et al. 

(2012), Cecchetti and Kharroubi (2012), Law and Singh (2014), among others, have documented that 

the effect of additional lending on GDP growth rate and volatility become negative when the ratio 

between private-sector credit and GDP exceeds 90-100 per cent (the vanishing effect). Consistent with 

this indication, Cournède and Denk (2014) find that in OECD countries financial development is 

negatively associated with GDP, while Pagano and Pica (2012) show that in these countries financial 

development has no differential impact on the rate of growth of those industrial sectors that are more 

heavily dependent on external finance. Finally, Ductor and Grechyna (2013) and Cecchetti and 

Kharroubi (2015) look at the relationship between financial growth and real growth. The former show 

that in countries where the financial sector grows much more rapidly than industrial sectors the 

contribution of a further financial development to real GDP growth is negative. Cecchetti and 
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Kharroubi (2015) find that higher financial growth unambiguously decreases economic growth and in 

particular those industrial sectors that make greater use of intangible assets and R&D. 

 

3.2 Overbanking in Europe  

Based on these and other findings, a recent report produced by the Advisory Scientific Committee8 of 

the European Systemic Risk Board (2014) has firmly concluded that Europe is overbanked. In 

particular, the Committee point out that in Europe bank loans have exceeded 100 per cent of GDP, 

while in the United States, but also in Japan, is considerably lower (40 and 80 per cent, respectively). A 

similar picture emerges if we compare bank loans to net household wealth.  At the same time, the 

banking system is significantly more concentrated in Europe than in the USA: the assets of the largest 

20 US banks account for about 100 per cent of GDP, with an increase of 61 per cent between 1996 and 

2012, while in the EU total assets of the largest 20 banks in 2012 were about 170 per cent of GDP, 139 

per cent higher than in 1996. These two facts lead the authors of the report to conclude that “the large 

size of the EU banking system and the size of largest banks are two related phenomena … are two 

sides of the same coin” (ESRB 2014:7).  

 One of the reason that explains the steep and rapid growth of the European banking system, the 

report continues, is the deep links between banks and politics, and the “banking nationalism” bias of 

EU national governments during the initial stages of the European Monetary Union. This resulted in 

promoting national champions, laxer bank supervision and greater state support to banks, all of which   

led to oversizing domestic banking systems and the European banking industry as a whole.  

However, paradoxical as it may seem, the favorable attention that banking nationalism has 

encountered among politicians and regulators, besides reflecting lobbying by domestic banks and their 

political connections, comes from a widely shared opinion among scholars and observers in the 

Nineties of the supremacy of universal and global banking players in efficiency and innovation; see also 

our Section two. As it was commonly argued at that time, deregulation, advancements in information 

and communication technology and financial innovations would have made banking activity ever more 

transaction oriented, by including a wide-range of non-traditional financial products and arm’s length 

lending technologies. In this new, more competitive environment, traditional commercial and local 

banks would have been crowded-out by few global banks expanding geographically and supplying 

standardized financial products without suffering a permanent disadvantage in making loans to small 

local firms.  

Admittedly, the more thoughtful scholars recognized that organizational diseconomies in global 

banking, emanating from information collection in many different local realities, could lead to a 

                                                           
8 The Advisory Scientific Committee was chaired by Marco Pagano and assisted by Sam Langfield, with the participation of 
V. Acharya, A. Boot, M. Brunnermeier, C. Buch, M. Hellwig, A. Sapir and L. van den Burg. 
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temporary decline in lending to SMEs, especially in peripheral economies. This decline would have 

disappeared, however, as soon as global, out-of-region banks adapted to the needs of the new local 

areas and local banks adjusted to the new competitive pressure of global banks. At this stage, a 

supranational and fully integrated banking system would have flourished, wiping out the constraints of 

distances and replacing the ‘geography of banks’ with the ‘geography of financial flows’ (O’Brien 1992).  

 It was such a common belief and the fear of being only passive spectators of the process of 

financial integration that led EU governments and central banks to encourage the process of 

consolidation of national banking systems by providing implicit support to domestic banks considered 

better equipped for serving as “national champions” and for withstanding the competition of European 

global banks in a financially integrated area (Alessandrini et al. 2009a). This would also come at the 

expense of a great reduction in the functional and strategic autonomy of banking systems of large, sub-

national peripheral regions. In Italy, for example, it was this uneven stance toward “national” and 

“regional” champions that may explain the support that Treasury and Bank of Italy gave to the 

acquisitions of Banco di Napoli and  other Southern banks in distress by banks of the Centre-North, 

thought to be well managed to survive competition from European rivals (Giannola 2002; Zazzaro 

2006).9  

 The mixed rhetoric of national champions in integrated competitive markets, and the stark contrast 

between the goal of keeping national banking autonomy and its irrelevance at the regional level, appear 

to re-occur at the EA level, under the impact of the asymmetric burden of regulation on large vs small 

banks; and the added risk of producing financial marginalization in some member countries. It may be 

time to evaluate the expected effects of the new wave of cross-border M&As in Europe by balancing 

the benefits of having more efficient and globalized banks with the costs of excessive bancarization and 

the negative externalities due to concentration of bank headquarters in few financial centers.  

 

4. Global banks, local banks and distances in regional development  

A growing empirical evidence suggests that liquidity management and lending activity of local branches 

and subsidiaries are influenced by the organizational complexity of their banking institutions (bank 

holding companies, banking groups or stand-alone banks), and that local branches and subsidiaries of 

global banks allocate resources differently from stand-alone banks having their strategic center in the 

same region.  

                                                           
9 “It goes without saying - is noted in a report of the Bank of Italy on the Southern banking system that had great resonance  
in the early Nineties, well before the Southern banks were officially declared bankrupt and their capital was written off - that 
mergers and acquisitions lead to improved financial and productive combinations when they are conducted within a well 
defined and coherent strategic context, and when at least one of the two parties involved in the deal contributes to increase 
the economic and financial stability and the managerial efficiency of the new bank. The need to satisfy this basic postulate 
leads to identify the possibility of mergers and acquisitions between Southern and Central-Northern banks” (Galli and 
Onado 1990:48-49, our translation from the Italian edition). 
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 Starting from Stein (2002), the literature has emphasized that organizational complexity and 

geographical and cultural distance between the different hierarchical layers of a banking organization 

have an effect on information production, lending technologies and credit allocation. The broad idea is 

that information asymmetries and agency costs inside a bank organization lead to hierarchical and 

functional distance separating peripheral structures of the bank from its headquarters, which in turn 

impact on bank lending policy, bank officers’ behavior and access to credit for local firms (Alessandrini 

et al. 2005). Information about local enterprises, it is argued, is mainly soft and embedded in the local 

economy and society, and can be effectively gathered only by loan officers working and living in the 

same neighborhoods as borrowers. As a result, information about borrowers’ creditworthiness is largely 

asymmetric within the bank organization and this provides local loan officers with the opportunity to 

take advantage of an informational rent at their own private benefit.  

 In such cases, parent banks find themselves coping with an organizational trade-off between 

delegation (decentralization) and control (hierarchy) of lending activity, giving rise to significant 

managerial diseconomies (Aghion and Tirole 1997; Dessein 2002; Alonso et al. 2008). Accordingly, 

global banks have to design costly loan reviews, officers’ rotation and incentive pay systems to mitigate 

moral hazard behavior of local officers (Udell 1989; Hertzberg et al. 2010; Uchida et al. 2012). In this 

setting, functionally distant banks may find it optimal to limit their lending to informationally opaque 

borrowers. In addition, to the extent that local management of these banks is typically made up of 

temporary officers, whose salary and career opportunities depend on the current profitability of the 

office, local loan officers may have incentive to invest in short-term and hard-information-based 

projects, diverting time and effort from producing and using soft information difficult to communicate 

across hierarchical layers. 

 Finally, the geographical distance of the bank’s strategic and decisional centers from the operating 

region tends to reduce social embedment of local branches and subsidiaries, thus reducing the 

“sensitivity” of the lending policy to the needs of the local economy and to the lobbying effort of local 

society. In fact, internal capital budgeting decisions and liquidity flows across bank branches reflect not 

only on the local lending opportunities, but are also the result of corporate politics and the economic, 

social and cultural importance that the local economy and society have at the bank headquarters where 

CEOs and senior managers live and work and where budgeting decisions are taken (Meyer et al. 1992; 

Scharfstein and Stein 2000; Carlin et al. 2006; Landier et al. 2009). According to this view, we can 

reasonably expect that the impact of functional distance on the behavior of local branches and 

subsidiaries is especially strong in less developed, peripheral regions whose economic, social and 

cultural environment is very distant from that prevailing in the headquarters of parent banks. 

 In the rest of this section we selectively review the literature on the importance of banking 

organization by focusing on three related but distinct aspects:  
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(i) the effects of bank size and banking consolidation on small business lending;  

(ii) the effects of organizational complexity and functional distance on credit allocation and financial 

shock transmissions to peripheral regions; and  

(iii) the role of small, local banks in promoting economic growth in local economies.  

 

4.1. Bank size, consolidation in banking industry and small business lending  

In the Nineties a great number of studies have analyzed the effects of bank size and consolidation on 

small business lending.10 Overall, this literature shows that large banks tend to allocate a smaller share 

of their assets to small business lending and to rely more on hard-information lending criteria than 

small, local banks (Berger et al. 1995, 2005; Cole and Goldberg, 2004; Scott 2004; Uchida et al. 2012; 

Ogura and Uchida 2014). This is to confirm that large banks are at a competitive advantage in 

supplying standardized products and underwriting loans with large companies. However, other studies 

have documented that, at least in the United States, access to credit by small firms is broadly unrelated 

to the share of large banks in the local credit market (Strahan and Weston 1998; Avery and Samolyk 

2004; Berger et al. 2007; Berger and Black 2011). This result is consistent with the hypothesis that it is 

the share, but not necessarily the total amount, of loans to small firms that decreases with bank size and 

that the reaction of other banks operating in the same market allows to cover the market segments left 

uncovered by large banks. 

 In view of these findings, M&As should not necessarily worsen the conditions (price and 

quantities) of access to credit by small businesses. Actually, the extant evidence confirms that the 

effects of bank consolidation on small business lending are not univocal, and depend on the type of 

institutions involved in the deals and on the economic conditions of the area where the 

consolidated/affiliated bank operates. Specifically, when two medium-large banks consolidate or when 

a large bank incorporates a small bank, loans to small firms tend to decrease significantly (Peek and 

Rosengren 1998; Strahan and Weston 1998). By contrast, M&As involving small banks usually lead to a 

bigger share of loans to small firms. In addition, loans to local small firms from affiliated banks are 

more responsive to local market conditions than loans from stand-alone banks, and loan growth of 

affiliated banks is positively correlated to the parent bank’s cash flow and negatively correlated with 

loan growth of the group’s other affiliated banks (Houston, James and Marcus 1997; Houston and 

James 1998).  

 Similar heterogeneous results emerge for Italy. Focarelli et al. (2002) find that, three years after a 

M&A transaction, banks involved tend to reduce small business lending and reduce non-performing 

loans. In other words, banks implement a cherry-picking strategy by shifting lending towards larger but 

less risky borrowers. In a similar vein, Bonaccorsi and Gobbi (2001), employing data from Italian 

                                                           
10 For an extensive review of this literature see Berger and Udell (1998) and Berger et al. (1999). 
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provinces, show that the higher the number of bank M&As the smaller is the average loan amount 

extended to small firms. At the firm level, Bonaccorsi e Gobbi (2007) find that firm’s total credit is 

negatively associated with the share of their credit from banks involved in M&As, although the decline 

is short run in nature and tends to be absorbed after three years.  

 Similarly, Sapienza (2002), using micro data of bank-firm relationship, shows that merged banks 

tend to break off lending relations with small businesses – no matter the level of firms’ debt and profit-  

more often than those other banks not involved in a M&A transaction. As of the cost of credit, the 

same study finds interest rates tend to decrease only if the M&A involves small banks. Alessandrini et 

al. (2005) and Alessandrini et al. (2008) distinguish, in the Italian case, between M&As among banks 

headquartered in the same region and M&As among banks with headquarters in different regions. 

Alessandrini et al. (2005) find that, contrary to what had been observed for acquisitions within the 

Central-Northern regions, the performance of Southern banks belonging to a Central-Northern 

banking group is still lower than that of Southern stand-alone banks, even three years after acquisition. 

In particular, size, market power, capital adequacy and local presence being equal, those Southern banks 

which are part of a Central-Northern banking group tend to lend less to small businesses, to have a 

worse credit quality and a lower profitability when compared to stand-alone banks. Alessandrini, et al. 

(2008) analyze the Italian experience with the restructuring asset portfolio strategies following bank 

acquisitions. At the national level, they find evidence of an asset cleaning strategy, in which the 

acquiring bank makes a clean sweep of all non performing loans in the portfolio of the acquired bank 

without modifying its composition in terms of loans and borrowers. On the contrary, the authors show 

that when the acquired banks are located in economic backward Southern Italian regions, the acquiring 

bank permanently changes the portfolio allocation of the acquired bank reducing loans to small 

businesses and increasing loans to large firms. However, the changes in the asset composition did not 

improve bank profitability, suggesting that those changes were not only related to the inefficiencies of 

the acquired banks, but also to the changes in the optimal asset structure following the acquisition and 

the respective strategies carried out by the new acquiring banking group.  

 Obviously, decrease in lending to small firms is welfare reducing only to the extent that this 

determines a cut in valuable investments. Otherwise, we would only be faced with the termination of 

inefficient credit lines (Berger, Kashyap and Scalise 1995). Unfortunately, in this respect the available 

evidence is scarce and even more inconclusive. However, the facts that loans to small firms from 

incumbent rival banks increase (Berger et al. 1998), that the higher probability of small borrowers being 

dropped by the consolidated bank is independent of borrower quality (Sapienza 2002; Degryse et al. 

2011) and that returns of target banks, especially in the case of out-of-market acquisitions, do not 

always increase (Alessandrini et al. 2008) suggest that the reduction in small business lending does not 

simply reflect previous loan misallocation by the target bank, but rather it might be evidence of possible 
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welfare losses. 

 

4.2. Organizational complexity, functional distance and credit allocation 

Consolidation processes have usually gone along with a concentration of bank headquarters and 

strategic functions in few financial centers. This has greatly increased the complexity of the banking 

organization and the functional distance between the locus of control of the banks’ lending strategy 

from local branches and local economy where lending relationships originate and develop, with the 

effect of exacerbating agency costs and home biases and adversely influencing the availability of credit 

to local firms.  

The empirical literature offers many consistent results supporting the importance of agency costs 

and home bias in geographically dispersed bank organizations. Overall, there is robust evidence for 

developed and developing countries that branches and subsidiaries of functionally distant banks tend to 

be less efficient (Berger and DeYoung 2006) and shy away from small business lending and soft-

information-based credit relationships (Mian 2006; DeYoung et al. 2008). In addition, hierarchical and 

geographically dispersed banks are proven to make stronger use of transactional lending technologies 

(Berger et al. 2005, Uchida et al. 2008). In particular, Liberti and Mian (2009) consider loans to large 

companies from a multinational bank in Argentina and document that the sensitivity of the approved 

loan amount to soft (hard) information is negatively (positively) associated with the geographical 

distance between the branch at which the loan originates and the loan approving bank office. Filomeni 

et al. (2016) analyze credit-score lending to medium-large enterprises from a multinational European 

bank and find that the probability that loan officers responsible for the scoring procedure use their 

subjective knowledge by overriding the statistical score tend to decrease with their distance from the 

bank headquarters. In addition, they show that, credit scoring being equal, loans originated at distant 

branches and approved at the bank headquarters are granted in a significant lower amount.  

Consistent with the hypothesis that distant banks are less equipped to provide loans to opaque 

borrowers and process/use soft information, a number of studies show that firms located in regions 

disproportionally populated by functionally distant banks tend to have less access to credit (Detragiache 

et al. 2008; Alessandrini et al. 2009; Gormley 2010; Claessens and Van Horen 2014), a lower capacity to 

maintain a long-lasting bank relationship (Presbitero et al. 2011) and a lower propensity to innovate 

(Alessandrini et al. 2010). 

The negative impact of functional distance on bank-firm relationships gets broad confirmation for 

the global crisis period. Specifically, after the Lehman collapse Italian firms borrowing from banks 

having their headquarters and branches far from the location where firms are headquartered paid on 

average higher interest rates (Gambacorta and Mistrulli 2014) and obtained lower amounts of credit 

(Gobbi and Sette 2015). At the market level, Presbitero et al. (2014) document that Italian firms 
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headquartered in provinces populated by branches of banks headquartered in other far provinces are 

more likely to have experienced a credit crunch in the quarters after the Lehman collapse. Popov and 

Udell (2012) find similar results for the case of East European countries where firms in localities 

populated by foreign banks were more likely to be credit constrained during the early phases of the 

global crisis.  

 The existence of “home biases” in credit allocation is also well documented by the literature on 

syndicated loans and the functioning of banks’ internal capital market. A number of recent 

contributions have found that global, multimarket banks (multinational or nationwide) exacerbate the 

transmission of financial shocks across regions. Specifically, these studies show that global banks 

experiencing a liquidity shock utilize the internal capital market to move funds from peripheral to their 

central markets. In other words, they seem to follow a sort of geographical pecking order which 

penalizes locations that are at a greater distance from the parents’ headquarters, or that are not at the 

core of their lending activity,11 and by limiting access to credit to local firms when the local economy 

growth rate slows down.12  

 This seems to have had great importance during the great crisis, when a “flight-to-home” effect is 

responsible for the decline of the banks’ lending exposure to firms headquartered farther away from 

bank headquarters and the restriction in access to credit suffered by firms located in regions whose 

banking system is functionally distant from those regions. For example, Giannetti and Laeven (2011) 

find that the home bias in syndicated loans (measured by the share of syndicated loans to firms in the 

bank’s home country) significantly increases if the home country of the bank experiences a banking 

crisis. In a similar vein, De Haas and Van Horen (2013) show that after the Lehman collapse global 

banks contracted more their cross-border exposure in countries geographically far from their 

headquarters, while Popov and Udell (2012) find that the negative impact of presence of foreign banks 

on access to credit for local firms is significantly higher when these banks or their parents experience a 

liquidity shock at home. Finally, Presbitero et al. (2014) provide evidence that the credit crunch 

occurred in Italy after the Lehman collapse has been also driven by a home bias effect in which 

functionally distant branches have reduced their lending in the region independently of the quality of 

local firms.  

 

4.3. Local banks and local development 

While there is clear empirical evidence of the differences between small and large banks in the structure 

of their assets and liabilities and in lending technologies, the evidence about the role of small, local 

                                                           
11 Among the others, see Peek and Rosengren (1997, 2000), Cetorelli and Goldberg (2012a, 2012b), Imai and Takarabe 
(2011), Schnabl (2012), Giannetti and Yafeh (2012), Berrospide et al. (2013); Dekle and Lee (2015). 
12 See Campello (2002) and Cremers et al. (2010). 



 16

banks in the local economic growth is scarcer and less clear. With regard to Italy, Ferri and Mattesini 

(1997) and Cosci and Mattesini (1997) document that the growth rate of value added at the provincial 

level is positively associated with share of local branches owned by cooperative banks. In the same vein, 

Lucchetti et al. (2001) find that the ratio between cooperative banks’ loans and total loans at the 

regional level is significantly correlated with regional economic growth even after controlling for the 

efficiency of the local banking system and the share of loans going to the private sector. The positive 

impact of cooperative banks on regional economic growth is confirmed by Usai and Vannini (2005). In 

contrast, Angelini et al. (1997) find that at the municipal level the presence of cooperative banks has no 

significant impact on the variation of the rate of unemployment. 

 With regard to the US economy, Collender and Shaffer (2003) do not find any clear evidence of 

local banks influencing short- and long-term GDP growth rates of local economies (identified by the 

so-called metropolitan statistical areas and nonmetropolitan counties) differently from the out-of-

market banks, while Jayaratne and Strahan (1996) find that the rate of growth of US states significantly 

increased in the years following the bank branch deregulation and the removal of state branching 

restrictions. 

 Recently Hakenes et al. (2015) have reconsidered the impact of small banks on economic growth 

looking at the case of Germany. In particular, they find evidence of a positive effect of the presence of 

small local banks (measured by the share of branches in the region belonging to saving and cooperative 

banks) on the growth in new business registrations, especially in less developed regions. Contrasting 

results about the role of local banks during the recent crisis have been found in the case of Italy. 

According to Demma (2015), over the period 2005-2012, the deterioration of credit quality has been 

less for local banks compared to non-local banks, after controlling for the credit demand and bank 

characteristics. More recently, Stefani et al (2016) show how Italian local banks increased their presence 

on local markets in terms of branches and loans during the seven years between 2007 and 2014. 

However, the quality of their credit worsened markedly showing how the local banks’ lending activity 

can be prone to severe risks, which in some cases might even outweigh the benefits of customer 

proximity. Finally, at the cross-country level, Berger et al. (2004) analyze the impact of the presence and 

efficiency of community banks on GDP growth rates of 49 developed and developing countries in the 

period 1993-2000, documenting a positive and significant relation. 

 

5. Final remarks 

One of the most evident consequences of the GFC has been the rapid expansion of banking regulation. 

Historically, the regulation-deregulation pendulum swings are affected by two forces: efficiency and 

stability. In crisis periods, stability goal prevails on efficiency. The opposite happens in periods of 

market stability and growth. It is clear that the era of deregulation, and the efficiency that came with it, 

is way behind us. The effects of liberalization are well known. Banks expand activities and instruments 
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and develop new markets. Wider diversification yields obvious advantages, as it is evidenced by the 

growth of large multinational banks operating worldwide. But with the advantages come higher risks 

that are inherent with the flow of innovations. Examples of innovation are the originate-to-distribute 

banking model, the growth of shadow banking, the creation of complex and difficult-to-understand 

products, and rising interconnectedness. As banks become larger, their potential to do damage to the 

economy rises and so does the cost of no action should the large bank fail. Big banks are protected 

institutions by the “too-big-to-fail” umbrella. 

During the GFC the authorities have reset their preferences swinging back to approximately the 

position that existed soon after the Great Depression. The adopted regulatory system is a constant flow 

of rules that raises an already awesome and complex stock of controls and supervision. This ongoing 

process has started to curb the effects of the crisis, but has created new targets justified by the potential 

risk of new crises. The implications are not minor and seem not to be yet fully appreciated. We have 

argued that the burden of the new regulation system is asymmetric and also contradictory to stated 

goals.  

The main asymmetry concerns the structure of the banking system. First of all, higher costs are 

incurred by banks to meet the new regulatory prescriptions, such as the costs to set up and maintain 

organizational structures for internal audit, regulatory compliance, risk management, internal reporting 

to the board and external reporting to authorities and stakeholders. The second feature is the 

complexity of the new regulation, which is not only quantitative (that is, the actual number of pages 

contained in the regulatory documents). Complexity can also be measured in terms of the difficulty to 

interpret norms (that is, opaqueness). Banks meet qualitative complexity by hiring and training people 

with specialized skills or by paying external consultants. Since regulation is as much a flow as it is a 

stock, banks must meet the new challenges in a dynamic way. Given that a large part of meeting 

regulation is a fixed cost, its burden falls proportionally more on small, local banks than large banks. 

While this asymmetric burden is recognized and in part corrected in the United States,13 it is instead 

almost ignored in the European Union, where the “one-size fits all” rule prevails. In Europe and 

particularly in Italy, a costly and complex regulation enhances a consolidation process in banking and 

an increase of finance-based transactions.14 There is an apparent contradiction between the policy of 

banking consolidation and retrenchment and the objectives of financial stability and economic 

development. 

                                                           
13 See the Fed’s president Yellen (2014), that expressed: “The concern that overly complex accounting rules in this area 
would increase costs with little benefit for the users of community banks financial statements” and consequently admitted 
the need of a “tailored supervision of community banks”. 

14 See the speech by the Governor of Bank of Italy Visco at “Giornata mondiale del risparmio”, Rome, October 25, 2015. 



 18

The “too-small-to-survive” fall-out for small banks, a consequence of uniform regulation, goes 

hand in hand with the reinforcement of the “too-big-to-fail” protection for big banks. Is it true that 

fewer and bigger banks will create a less risky system than a mixture of large and small banks? The GFC 

lesson seems to indicate otherwise. It originated in large multinational banks, where financial creativity 

was most advanced. Only in its second wave the weaknesses of commercial banking manifested 

themselves and those were mostly the result of the economic crisis. But the rapid increase of 

nonperforming loans cannot be attributed to bank size. Commercial banking, especially community 

banking, fell victim first to a bad economy and later to the policy of fiscal austerity that kept depressed 

aggregate demand. Bank loans fell in quantity demanded and deteriorated in quality. A bad economy, 

lower collateral values, optimistic credit evaluations, and bank mismanagement contributed to the rise 

of non-performing loans, Italy being a prime example of this state of affairs. While we do not have a 

precise breakdown of the relative contributions of each factor, a bad economy looms as the significant 

driver underlying non-performing loans. The negative effects of the latter on profitability were 

aggravated by an erosion of intermediation margins; on these the zero-rate monetary policy played its 

role.  

Bank losses produced two contrasting forces. The first was an erosion of banks’ safety driven by 

lower profitability. The new regulatory regime, with its attendant costs, contributed to the decline in 

banks’ earnings.  The second was the reaction of regulators who wanted banks to raise fresh capital to 

buttress safety. But here comes the conundrum. How can regulation raise bank safety through higher 

capitalization in a world where banks are perceived to be less profitable and riskier? While investors 

demand a higher required return on capital, banks’ performance is incapable of satisfying these 

demands. In sum, it is hard to make the case that community and regional banks have been the great 

villain in the crisis.  

Moving to economic development, the noted asymmetric burden of regulation on banking 

structure produces related asymmetries on firms and regional economies. Small firms and peripheral 

regions are highly dependent on bank credit and need strategic proximity of banking structures. The 

reviewed empirical evidence demonstrates that larger and more (functionally) distant banks penalize 

small firms, which are more opaque and more exposed to credit rationing. The objective of shifting 

some bank intermediation to financial markets will affect disproportionately smaller firms, whose 

characteristics are not congruent with the issue of negotiable debt instruments. While one cannot 

discount the role innovations, such as mini bonds, that may be suitable to small firms, the point 

remains that the adoption of a regulatory system that penalizes small banks’ credit function to stimulate  

market-based financing is not only inadequate, but also distorting. One likely prediction is that the 

industrial structure of the country (Italy in particular) will have to change as a result of the shift in 

emphasis from bank to finance intermediation. Firm size will have to adapt to the available financing 
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options. Smaller firms will not survive and industrial structure will move towards larger firms. 

Furthermore, regions as well will be affected asymmetrically by the uniform regulation. The less 

developed regions of a country tend to have a higher proportion of small, riskier firms, that have a 

higher consumption of bank capital. It follows that bank credit is more rationed in less developed areas 

than in developed areas. In sum, the asymmetric impact of uniform regulation is likely to change 

industrial structure to different degrees across regions. It may well be that this is the ultimate objective 

of regulatory policy. If so, the authorities ought to be plain on what they aim and their consequences.   

Finally, our review of the literature on different countries and on different periods of time, 

including the GFC years, suggests the importance of a differentiated banking model when firms and 

regions are heterogeneous. There is no obvious optimal size of bank. Bank organization and 

governance must be evaluated in relative terms, according to criteria such as: types of banks involved in 

M&As, functional distance, opacity of local market information, regional development disparities, and 

territorial sensibility by bank management. Therefore, it is wise for a regulatory system not to favor one 

particular bank size. The market should decide on this size, whereas the authorities should concentrate 

on the reconciliation of market efficiency with financial stability and limit the swing of the pendulum 

between the two extremes of full liberalization and oppressive regulation. Our preferred policy is for a 

dual-regulatory system that would achieve a more symmetric distribution of the regulatory burden. The 

United States has moved in this direction, the European Union not. 15 It is odd that a country where 

small firms and bank credit are less relevant than in Europe has opted for a dual approach. It is equally 

odd that the importance of preserving local banks is valued less in Italy than in Germany. 
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