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. INTRODUCTION

This paper examines how banks around the world hesiged and reallocated their earning
assets in response to the subprime and soverelgncdses. In particular, we focus on the
interaction between sovereign debt and bank allseaion process.

The first impact of the subprime financial crisiscarred through the re-pricing of
risk across a variety of assets and the shrinkihpatance sheets. Recapitalization was
aggressively pursued from the second half of 200@ugh September 2008, when global
banks raised $430 billion of fresh capital (IMF 80@2). Then, recapitalization became
increasingly costly, and leverage was effecteddiljng assets in illiquid markefsThus, in
the absence of fresh capital and without signifigaofits to retire debt in the short run, the
de-leveraging process necessarily implied distsadss and falling asset values (Adrian and
Shin 2008, Figure 2.5). The rapidly rising risk esten of the public, fed by bad news and the
thick fog of asymmetric information, pushed finalcinstitutions to compress leverage
quickly. According to Kollmann (2013), during théd@—09 recession banking shocks
accounted for about 15 percent of the fall in tH& &hd the Eurozone GDP. The failure of
Lehman Brothers on September 15, 2008 promptedrgments to implement vast and
costly rescue operations of their banking systerati@ni and Marchionne 2013). Banks that
received government assistance bought valuable tomeestructure. Banks that did not
receive assistance had to adjust more quickly.

Bank bailouts shifted risk from banks to governrseiffcharya et al. 2014,
Hryckiewicz 2014Y The sovereign debt crisis of 2010 in the Eurozane the consequent
rise in spreads of government yields in the Souatkeuntries relative to Germany’s provided

undercapitalized banks an opportunity to engagegamble-for-resurrection strategies.

! with higher information asymmetries due to thesistiinvestors are more reluctant to invest in bemikities.
On the other hand, government-funded rescue phiss banks’ appetite for risk. In sum, adversecsiele and
moral hazard work towards undercapitalization.

2 For the countries of the Eurozone as a group, movent gross debt rose from €6,493 billion in 2068
€9.119 billion in 2013 (IMF, WEO database).



Acharya and Steffen (2013) present evidence of strigtegy in which liquid government
securities receive a preferential treatment, netato bank loans, in capital regulatory risk
weights and in government guarantees that make tendeal collateral to obtain cheap
central-bank funding. This phenomenon found itsithewhen the South of the Eurozone,
facing a sudden stop and later a reversal in dafyitas, became disconnected from the
money market in the North of the EurozdrEhe European Central Bank (ECB) launched in
2011 and 2012 two rounds of exceptional lendingbémks at cheap rates to ease the
fragmentation of the inter-bank marKeEhe shift from bank loans to securities occurréith w

a home bias (Levy and Levy 2014, Popov and van tH@8(3). In an investigation of this
bias, Battistini et al. (2013) suggest two nonAtiadal reasons for this phenomenon. The
first is that high-risk governments may exert puesson domestic banks to buy more
government debt; this pressure is part of an intphwtual protection pact between banks
and the sovereign. The second is that domesticrgment securities are a better edge than
foreign euro-denominated securities should the tgure-introduce a national currency.
Whether with or without a home bias, undercapi&ibanks raise the share of their assets in
securities at the expense of private-sector crelie implication is a displacement of
investments, as in the model by Broner et al (2Q¥re the sovereign, in turbulent times,
issues high-interest rate debt that is so attra¢twcrowd out alternative forms of debt.

The nexus between banks and sovereign can genergtgive feedbacks (vicious
circles). The traditional view has it that a crediinch worsens borrowers’ prospect of
repaying outstanding loans, making banks riskiel mecessitating further de-leveraging and
de-risking. A different explanation is offered byndelini et al. (2014): “the risk of a

government’s insolvency is a factor that permedbes entire national economy and is

% On sudden stops of capital flows, see Merler aisari>Ferry (2012); on the underlying factors cfini
spreads in the Eurozone, see Alessandrini et @14(2

* This exceptional form of lending is known as ldegn refinancing operations which had a maturitg gears
and carried an interest rate of one percent. €4i88rbwere utilized in December of 2011 and €52®idn in

February of 2012. Italian banks absorbed €281obilind Spanish banks €365 billion.
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transmitted to all of the country’s private instituns, not just to the banks; second, that the
recent expansion of banks’ government securitieg@ios is a consequence, not a cause, of
the crisis...” (p. 28). Both interpretations pred shift towards government securities in
banks’ portfolio during a sovereign debt crisis.

There are a few recent studies on this topic. ®aisd(2014) develops a theoretical
model showing that sovereign defaults can leaddedine in foreign and domestic credit to
the domestic private sector, even if domestic agelot not hold sovereign debt; stronger
domestic financial institutions can amplify thigesft. Acharya et al. (2014) model and test a
two-way feedback between sovereign risk and bagHicrisk and obtain that the positive
relationship between public debt-to-GDP ratios @odereign CDS premia is larger in
countries with pre-bailout highly stressed banksegrtors and higher debt ratios. Using
dynamic panel methods, Buch et al. (2010) show hiaaiks’ first reaction to a domestic
shock is to reduce foreign assets. Adelino andeltar{2014) apply difference-in-difference
analysis to test the effectiveness of ceiling peicon banks’ holdings of sovereign debt set
by credit rating agencies. The authors find thaessign downgrades by the agencies lead to
a reduction of 30 percent in loan amounts (and-&80.basis points increase in loan spreads)
for those banks close to the ceiling. To be nafeese studies focus on sudden macro shocks,
whereas we emphasize banks’ continuous portfoijiestimient.

With this background, our paper focuses on theracteon between sovereign debt
and bank asset allocation process during the p@0®&-2012, eight years that include four
pre-crisis years and four crisis years. Data be2®@5 are incomplete and available only for
a few countries; the same is true for data aftdr22@overeign debt is a privileged asset in
that it does not absorb capital, unlike loans ®hvate sector. It can also be easily sold in
liquid markets and is highly collateralizable totanh monetary base from the central bank.

All of these characteristics are observable andwknand stem in large part from the



financial regulator (in essence either the govemtnoe the central bank) having set formal
and observable rules. But the regulator also uséxnial and unobservable rules in
influencing banks’ decisions concerning asset atioa. These rules respond to the trade-off
the regulator faces between systemic risk reductind public debt financing; and the
intensity of the trade-off rises during a financailsis. The value of sovereign debt as a
proportion of national GDP is used as a proxy efdkierall impact on the banking system of
both observed and unobservable rules. Our empisigatification will test to what extent
loans and securities behave as substitutes; whekligerasset allocation process favors
securities and the existence of a “mutual protecpact” between banks and government;
and whether banks are sensitive to the observadbles that are of direct interest to the
regulator.

Our findings show that banks can readjust the caitipa of their assets and the
overall regulatory credit risk by substituting setes for loans, and are sensitive to the
variables that are of direct interest to the refgularhese findings are also consistent with a
mutual protection pact regime, in which high-debvgrnments exert pressure on banks
(either through the regulatory system or throughrahsuasion) to privilege the purchase of
government securities over credit to the privat#®ean exchange for protecting the banking
system. The quality of our findings is strengthebgdhe large dataset we have used. While
previous studies have focused on specific instihgj typically large banks, ours
encompasses the universe of the available categofieanks; and to our knowledge, this is
the first paper to do so.

The structure of the paper is as follows. Sectigrdsents our empirical strategy and
the testable hypotheses. Section Il deals witla daid descriptive statistics. Virtually all of
our data come from Bankscope, which have a higpgtimn of missing values and outliers.

Since these aspects tend to bias coefficientshestis and generate unstable results, we have



spent considerable resources in cleaning the #d&.present and discuss our empirical
findings in Section IV and their robustness in &et¥. In recognition of the likelihood that
our data-cleaning procedure might have not beea @ibleradicate completely the outlier
problem, we also apply regression analyses thatodmest to such anomaly. The last section
of the paper sums up the salient findings, theircpamplications and themes for future

research.

II. EMPIRICAL SPECIFICATION

Our empirical approach consists of two simultaneegsations, one explaining gross loans
and the other total securitidssThe specification captures demand conditions, Isupp
constraints, and the influence of the country’s khaegulator-supervisor (simply the
regulator). Banks exploit market demand to seiaditable opportunities, but face supply
constraints resulting from the limitations of th&irancial structure. The sensitivity of bank
loans and securities to demand shocks is usedmasaaure of the bank’s ability to seize
market opportunities (Gomez Meja et al., 2007)light of the fact that revenue-oriented
strategies are inherently risky, the regulator setes to reduce systemic risk (for our
purposes we concentrate on credit risk) and lihet degree of moral hazard. Rules can be
formal and observable and/or informal and unobd®evto the market. Capital requirements
are an example of formal and observable rules: damkst adhere to keep a minimum ratio
of bank capital to risk-weighted assets, wherevik@ght is positive for bank loans and zero
for government securities. The impact of bank ieipas and moral suasion on banks’
decisions are an example of an informal and unebbér interventions. During economic

downturns, the regulator faces a trade-off betwsetemic risk reduction and public debt

® The number of observations on holdings of govemtmeecurities is approximately one half of the
observations on holdings of total securities in lBmope. Considering that on average governmentitesu
represent 44.34 percent share of total securitidstlzat their correlation coefficient is 66.42 mar; we have
used the latter as a proxy of the former.



financing. While public debt is formally set to leaa zero credit risk, in reality it is not.

Aware of the difference between formal rules andkeid’ perception, the regulator can use
moral suasion to induce banks to alter asset d@ictan favor of securities, thus influencing

the degree of moral hazard in banks. The regulesor also influence banks’ decisions
concerning de-leveraging and asset allocation bpgbéougher or easier during bank
inspections. If he is tougher, he will force bartksmake upward adjustments in non-
performing loans; the opposite is true if he is entolerant. Either way, the regulator will

affect bank profitability and the level of bank @afy and consequently banks’ decisions on
de-leveraging and asset allocation.

The structure of each equation is somewhat reng@nisof a Capital Asset Price Model
(CAPM) used in the economics of industrial orgatirg see Bertrand et al. (2002) and
Sraer and Thesmar (2007 here, the firm's sales growth rate depends onirnitastry’s
growth rate, firm-specific characteristics and doyispecific characteristics. The demand of
firm i is proxied by industry’s sales. This approach has advantages. The first is a
parsimonious use of data, as the demand is deted@ndogenously exploiting information
provided by the dataset. It also reduces the ditfycof integrating alternative data sets with
bank accounting data, in particular specific seliles bank loans and securities. The second
is that the model uses only current variables ratth@n current and lagged variables. With
lagged variables one faces a higher risk of havimgsing values and ending up with a
selection bias. In sum, our model specificatioreegenomical in the use of data and more
efficient in handling datasets with many missinuea.

We adapt the industrial organization frameworkhi banking sector in four ways. First,

we replace firm’s sales with bank’s growth rateladns, L;, in equation (1) and bank’s

® Bertrand et al. (2002) use variation in mean ityyserformance as a source of profit shocks insthgle firm
to trace the propagation of shocks through a basigeoup. Sraer and Thesmar (2007) estimate a &Kedt
model, where single firm sensitivity is identifiey the correlation between the changes in log saheslog
employment. In both the models, industry shocksvigie an ideal candidate to measure firm sensitisitce
they affect individual firms but are — to a largeemt — beyond the control of individual firms.
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growth rate of securitiesy;, in equation (2). We expect a positive effect & thome
country’s bank loan growth ratéy, onL; and of the home country’s securities growth rate,
Sy, onS;. Second, we consider the bank supply constraihesgtowth rate of total assets,
A;,and the ratio of non-performing loans to total kaN;, reflecting cumulative past
decisions made by the bank. Third, we add the m&#tigovernment debt to GDBy, as a
measure of a financial constraint at the countwgltethis is the proxy of the overall impact
that the regulator exercises on the banking systemarth, we employ a host of specific
control variables, contained in vectofsin (1) andX® in (2), which are potentially relevant
on banks’ decisions concerning bank loans and gesurFinally,u; andv; are idiosyncratic

error terms. In algebraic terms, the model in lire=al form is as follows:

Li = _aosi + alLH + azAi - (X3BH - a’4Ni + a5XLL + Ui, (l)

Si = _ﬂoLi + ﬂlsH + ﬂzAi + ﬂ3BH + ﬂ4Ni + ﬂ5XlS +v;. (2)

Coefficients are defined to be positive; so theaional impact of the RHS variable on the
LHS is given by the sign preceding the coefficigkt.variables are measured at tigeand
the time subscript has been omitted for brevityudmpns (1) and (2) are interdependent by
virtue of the cross-quantity effects: in (1) andL; in (2). Risk reduction can occur either by
a decline of total assets, for a given equity valorethrough asset allocation. The first
strategy, de-leveraging, fixes the asset portfetimcture and reduces proportionally each
kind of assets. It gives rise to a size effectifoome effect in consumer theory syntax) due
to the reduction in bank total assets. The secdradegy, de-risking, keeps constant the
overall amount of total assets and reallocategptntdolio from risky to “safe” assets. In this

case, we observe a substitution of securities dang. As in consumer theory, the two



strategies are complementary and any combinatiorsizé and substitution effects is
empirically possible.

To reduce systemic risk, regulators set observatrle-invariant rules (e.g., capital
requirements) aimed at preventing bank insolveBayt, as we have noted, regulators also
use discretionary power to enforce largely unoleaes time-varying rules, which better
exploit the changing trade-offs over the businggdecbetween bank credit growth and bank
safety. We assume that banks adopt a pecking aiakem coping with a riskier environment,
such as selling assets in preference of raisingroostly capital (Hyun and Rhee 2011) and
reallocating assets in preference of reducing takts that would entail capital losses from
the sale of illiquid assets. The higher flexibiliof the reallocation strategy avoids the
realization of losses while gambling for a resuticet of the market value of the unsold
assets. On the other hand, a reallocation straseignpre complex and takes more time than a
total asset reduction and may not be a viable opitwen the required risk reduction is
intense and fast.

The regulator affects bank strategies through umees rules, a sort of latent
variable in the model. We assume that the sovemadn variableBy, is of direct concern to
the regulator. By interactinBy with market demand,, and the growth of total assefs,
we can infer the influence that regulator’s infokrmdes exert on loan and securities growth

rates; see the following two equations:

Li = —aoS; + 1Ly + y,LyBy + azA; + ¢ A;By — azBy — ayN; +asX| + u;, (3)

S; = —B,Li + B,Su + MSuBy + BA; + 1, AiBy + BBy + BN; + BX] + ;. (4)

Hypotheses testing




Using equations (1) and (2) we can test severabtmgses. The first is that loans and
securities are not substitutable, namidlly: —a, = —4, = 0, against the alternative that the
equations are linked togethétl,: —a, <0 and—4, < 0. The second is that changes in
total assets affect proportionally and S, namely thatHZ: a, = g, = 1, against the
alternative hypothesis that asset reallocation riaeecurities, i.ef2.: a, < 43,. The third
deals with the regulator and his potential influmran bank’s decisions. Neutrality with
respect to government debt implig8y: —a; = —f, = 0, against the alternative of a mutual
protection pact that implies instead an assetaeatiion in favor of securitie$}3,: —a3 < 0
and—g, > 0. Finally, we can test an additional hypothesisiggiquations (3) and (4). Banks
are insensitive to the observed variables thabadirect interest to the regulator in the sense
that changes in demand and in total assets donteract with the sovereign debt variable,
Hdo: 7, = ¢, =0 and 4, = y, = 0, against the alternative that the interactionas zero.
Table 1 summarizes our testable hypotheses.

[Insert Table 1 here]

I[11. DATA AND DESCRIPTIVE STATISTICS

Our data sources are Bankscope and the World EdonGutlook of the International
Monetary Fund (IMF) covering the period from 20@ 2012. From Bankscope we have
obtained yearly consolidated accounting data fofirsdncial institutions in 43 countries, 34
of which developed industrial countries (i.e., OEGIOuntries) and nine developing
countries’” Several different financial statements may belakk for a given bank in a given

reporting period (e.g., subsidiaries, cross-bolaaks, etc.). This requires that rules must be

" The 34 OECD countries are: Australia, Austria,Jeh, Canada, Chile, Czech Republic, Denmark, Eston
Finland, France, Germany, Greece, Hungary, Koiedahd, Ireland, Israel, Italy, Japan, Luxemburgxho,
Netherlands, New Zealand, Norway, Poland, Portugjalvakia, Slovenia, Spain, Sweden, Switzerlanakdy
United Kingdom, and United States. The nine devatpgountries included in our sample are: Brazhjna,
Hong Kong, India, Indonesia, Philippines, Russiaddfation, Singapore, and Taiwan.
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defined for selecting and merging these statemientstain a unique time series for each
institution® Our initial dataset consists of 197,721 observatiand 21,969 banks. The term
“bank” include six types of financial institutionsiank holding and holding companies,
commercial banks, cooperative banks, investmerkd)aral estate and mortgage banks, and
savings banks. All of them hold loans and secwitied can effect both a de-leveraging and
de-risking strategy. The market growth rate of kand securities was computed using all
financial entities available in Bankscope, rathieant the six categories of banks in our
sample; this produces a measure of market chahgesstindependent (and unbiased) of the

holder of loans and securities.

Data treatment
The Bankscope data contain many outliers, not amlg statistical sense but also in an
economic sense. The data need to be cleaned frese tanomalies. Robust statistical
methods that identify “outlyingness” relax the hagapeity assumption that all observations
fit a given model. These methods, however, havébaeh widely adopted because the outlier
identification is hidden within the black box ofethestimation method. The metric of
“outlyingness” is based on a measure of discrep&mey a specific model that fits the data.
But, in a more realistic situation of multiple datk the, “outlyingness” metric may be
contaminated by an unidentified outlier; see Bilkdral. (2000) for details. Thus, we take a
different approach in cleaning the data; this apphoconsists of three steps.

In the first step, we identify multiple outliersing the BACON (blocked adaptive

computationally efficient outlier nominators) algbm proposed by Billor et al. (2000). This

& The primary statement is labelled “Institution” Bankscope. In general, this is a consolidateestant (C1,
C2), and only in the few cases where a bank doeputdish annual reports on a consolidated basisiseean
unconsolidated version (U1). Bankscope has six&éoteconsolidation (C2, C1, C* and U2, U1, U*),evk C
indicates a consolidated and U denotes an uncadased statement. The extension “2” indicates tluth la
consolidated and an unconsolidated statement &disa bank (codes C2 and U2) at some point of time.
Accordingly, the codes C1 and U1 indicate that monganion statement exists. C* and U* indicate that
additional statements have been filed. This leadké following seniority ranking of statement®dl(assuming
that consolidated statements represent the moisirseformation available): C2\C1 > C* > Ul > U*32.
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algorithm works with iterative estimates and stavtth an initial basic subset of “clean”
observations and strikes a balance “...betweene#guivariance and robustness” (Billor et
al 2000: 2965. Unlike other approaches, this method identifiesiens hidden in the standard
95% confidence interval. Furthermore, it is relalwinsensitive to the starting point and
detects multiple outliers with a modest computadlaost (i.e., as low as four repetitions of
the underlying fitting methodf. For these reasons, it is practical with our ladgeaset.
Outliers detected by the BACON algorithm are trdae systematic errors and the record in
which they appear is removed from the dataset lsecaf the contamination risk of the
outlier metric.

The second step deals with implausible negativeagtéen the balance sheet (e.g.,
negative equity value and equity-to-total-asset®gdarger than 100 percent). We replace
these anomalies with missing values under the gssom that those observations are
idiosyncratic and do not cross correlate with otth&ta entries for the same bank at a given
time period. If they were correlated and thus systiic, we would have eliminated the entire
record of bank at timet. Given that the NEG procedure removes only negatalues, the
treated distribution accentuates its right skewnebkgch, in turn, makes it necessary a further
detection method to identify right-side outliers.

The third step treats extreme outliers definedcasQ1 — 3+« IQ andx > Q1 + 3 =
10, wherex is the treated variableQ1 = 1% quartile of the frequency distributio@3 = 3¢

guartile, andlQ = inter-quartile difference. Given that most ofr a@ariables have a right-

° An estimator, T, is affine equivariant if and oiiflyT (XA + b) = T(X)A + bfor any vectoib and non-singular
matrix A. Affine equivariance is a desirable but arduouspprty in the sense that a robust regression or the
nomination of outliers should not depend on thalior, scale, or orientation of the data. BACONestH a
small subset of observations based on Mahalanagtiandes (equivariance) or distances from coordimase
medians (robustness). Moving from this startinghpadt identifies interactively new sets of centosliservations
with similar mean and covariance matrix, driftigverrd the center when the subset of observationetisear
enough to the center of the non-outlying data.fesliasic subset grows in size, its mean and covaimatrix
become more stable, preserving the initial equivare and robustness; for more details, see Billal. €2000).

19 For multivariate data, BACON is computationally necefficient and more performing multiple outlier
detection method than the brute-force search, minmirrolume ellipsoid (Rousseeuw and van Zomeren Y990
minimum covariance determinant (Rousseeuw and vas&en 1999), and their more recent improvements.
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skewed frequency distribution and our treatmentnefative values, the inter-quartile
difference range procedure (IQR) detects outliershe right side of the distribution. Again,
we consider anomalous values as idiosyncratic ®ramd in the data are replaced with
missing values.

The three steps were first applied to the origwveaiiables in level and then to the
computed rates of growth and ratios. The only etxgeps the negative-value correction for
growth rates: in this case, the frequency distidng are normal and the inter-quartile
differences impact symmetrically on both sideshef distribution.

The reader can find in the Appendix detailed infation on data and their treatment:
Table A.1 shows the list of variables, their dgston and sources; Tables A.2 and A.3
present the results from the treatment on the malgrariables in level and on the computed
rates of growth and ratios, respectively. We rettalt BACON removes the affected records
from the dataset, whereas NEG and IQR replace eatiaes with missing values. The
presence of outliers is evident from the rangehef driginal variables shown in Table A.2
(column “Bankscope”). This is further evidencedtlire box plots of Figure A.1. BACON
detects 1,165 anomalous records. NEG and IRQ puoesddentify a much higher number
of outliers for all variables, in particular for otwo variables of interest, gross loans (10,344)
and total securities (11,841). The bank selectiotermn reduces the sample by 15-20
percent.

Figure 1 shows the impact of our cleaning proceduréhe frequency distributions of
three critical variables. Gross loans, total séi@s; and total assets expressed in growth rates
resemble a normal distribution, except for evideatéeptokurtosis due to the presence of
outliers. A flatter leptokurtic distribution impkea higher variance. The black line in the
boxplots shows the range between the inner feriges lfetween)1 — 1.5 * IQ and Q3 +

1.5 = IQ); the dark grey line the range between the owgrcds (i.e., betwee@1l — 3 * IQ

13



and Q3 + 3 = IQ); and the light grey the range between the maxinaach minimum points.
The identification of severe outliers can be ol#diby difference.
[Insert Figure 1]

To give a measure of the impact of the cleaningsatelction process on growth rates
and on ratios, consider that the maximum value misg loans and total securities is
1,808,766 and 60,486,568 percent, respectivelygredahe treatment and 81.76 and 134.57
percent after. The treatment reduces the numbabsérvations considerably, in a range
contained between 25 to 75 percent depending omahable in question; see Appendix for

more details.

Descriptive statistics

Panel A of Table 2 presents descriptive statistfosr the cleaning proceduteFour points
are worth making. The first is that our datasetstsis of 20,236 banks, but we lose more
than two thirds of the observations as missingeslas an example, out of potential 160,963
observations for gross loans 54,331 remain usdlle.second is that the wide dispersion of
these variables and the right-skewness of the émqu distributions (e.g. 2.44 for gross
loans, 2.43 for total securities, and 2.46 forltassets) indicate a further potential problem
with outliers. The third is that all variables deptokurtic, in particular gross loans (8.89),
total securities (8.69) and total assets (8.94e €hidence of leptokurtosis and skewness
suggest the use of growth rates to handle nornthfliributed variables. Finally, dummy
variables show that 59 percent of observations cfvame commercial banks and 43 percent
from banks adopting a regulatory accounting stahddhese statistics corroborate the
prevailing view that the introduction of a new regary system during a financial crisis is

relatively slow moving.

M Growth rates and computed ratios are not repdotelrevity.
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[Insert Table 2 here]

Panel B of Table 2 presents descriptive statisocghe only country-level variable
used in our study, the ratio of gross governmeit ¢ GDP ratid? Also this ratio shows
wide dispersion, right-skewness and leptokurtoBisese statistical phenomena reflect, not
only the mix of highly indebted developed countriegh lowly indebted developing
countries, but also the jump in the debt-to-GDRortitat has occurred as a result of the last
financial and sovereign debt crisis.

Figure 2 shows the movement over the sample pesfothree critical frequency
distributions. For improved visual clarity, we plitte distribution in the pre-crisis year of
2005, in the peak crisis year of 2008, and in #s¢ &vailable year of 2012. The leverage ratio
at the world level rises until 2008 and declinesirdythe crisis:®> But in Europe, one can
identify an asymmetry between Northern EU count{idEU) where the leverage ratio is
continuously decreasing, and Southern EU countBE&J) where it is increasing.

In other words, the expected process of de-levegafgllowing a financial crisis did
not occur in Southern Europe which was also hithgysovereign debt crisis. The asymmetry
between NEU and SEU is even sharper if we consigerelative movements of gross loans
and securities. In SEU, the distribution of grasanis to total assets shifts sharply to the left
after the crisis, whereas in NEU it goes in theagme direction. As to the ratio of securities
to total assets, there is a rightward shift indistribution after 2008, especially in SEU. In
sum, after the crisis we observe a general subsetittaway from loans and in favor of
securities, substitution that is accompanied bg-detleraging process at the world level and
in the Northern European countries, but not in Sloeithern European countries. The latter

were boosting their holdings of government delthatexpense of a significant reduction of

2 The source of the data is the World Economic @ktlbatabase of the IMF.

13 Leverage is defined as total assets over equhichvis the inverse of equity to total assets showfigure 2.
14 NEU = Austria, Belgium, Finland, France, Germangland, Luxembourg, Netherlands, Slovakia, and
Slovenia; SEU = Greece, Italy, Portugal, Spain.
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credit to the private sector. This behavior was ooty facilitating the absorption of
government debt, but also reducing the overalllegguy credit risk.

[Insert Figure 2 here]

IV.MAIN EMPIRICAL FINDINGS

In this section we present and discuss the reBolts the estimation of two different models:
the “benchmark” Model 1, as described by equat{dng2); and the “interactive” Model 2
given by equations (3)-(4), where the debt-to-GRRorinteracts with the asset demand
variable and total asseftsin Model 2, we also add the square of the del@Bd ratio to
avoid that the interaction term may capture poéémon-linear debt effects. For each of the
two models, we apply four different econometric noels. The first is a panel estimator with
bank fixed effects to capture idiosyncratic ingtdoal features. The second is a quantile
regression on median to mitigate the noted outpesblem. The third is a quantile regression

applied to the following reduced-form equationsyétem (1)-(2):

ZoPs E;+vX;+¢ (5

- +
L= %LH _ aoAﬁl SH + az—aof, Ai _ az+aof, By — agt+aop, N, — %Ci -

A A A

B3+ﬁ0a3 B4-+B
A By + A

ﬁ()al
A

ﬁZ_BQaZ
A

B0a5
A

==, + R, + A+ N+ PG+ B E 40X + 6, (6)

where:

L S - . S i~ i
A — 1 —_ aOBO 1YXL :%Xl —aOTﬁSXl ,Ei — Uu; ZOUL, 7\'Xl = —%X{l +%Xl andal — Vi Aﬁoul .

!> We do not add time dummies in the empirical speatibn because macro effects are captured by ppunt
specific market demand. Time dummies would raississically the R* of the regressions but not in a
meaningful way.
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The fourth is the two-step instrumental variabléd (echnique (using method 3 as the first
step) that controls for endogeneity in system £))-(

The results of Model 1, the benchmark model, amvshin Table 3. The first two
columns give the estimates of the panel regressitinbank fixed effects (FE); the third and
fourth columns the estimates of the quantile resyoes in the form of least-absolute-value
model (LAV); the fifth and sixth columns the LAV temates for the two reduced-form
equations; and the last two columns the IV estimafeequations (1)-(2). We have data on
5.824 banks for loans and 5,834 for securities taednumber of observations ranges from
20,546 to 25,948 depending on the estimation mettaran both random and fixed effects
models but report only the latter based on the kiamstest; however, results are similar for
the two models. Fixed effects capture differences anly among banks, but also among
countries.R? is consistently higher fdroansthan forSecurities which could reflect in part
that total securities are a proxy of governmentisges.

As to the estimated coefficients, the elasticity lodns and securities to market
demand Yu) is positive and is consistent with a CAPM-typedalo The relatively low
estimated value of beta is due to the incompleteeuse of banks (six types) we have drawn
from Bankscope. Significantly negative coefficiefits the cross-variableX() indicate a
strong substitution effect between loans and seesyihenceHl, is rejected. The elasticties
relative to total assetsAj reject also the null hypothesid2, that banks allocate ;A
proportionally betweeih; and S: there is a preference for securities. The del&Ddi B)
coefficient is negative on loans and positive ccuséies, rejecting hypothesid3, that banks
are neutral with respect to government debt infafdhe alternative of a mutual protection
pact between regulator and regulated banks. Thiéiaerts of the ratio of non-performing

loans to total asset®i)] mimic those of debt and reinforce the generalepatthat the de-
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risking is achieved by substituting securitieslfans. A credit squeeze on the private sector
is the natural consequence of a financial crisis.

The next two columns of Table 3 show the estimatieshe quantile regressions
(LAV) that treat the problem of potential outliéfsin this case, we could not use the far too
numerous bank dummies, and replaced them with sortagent of dummies that tried to
capture bank characteristics such as whether thenge Wsted, their type of accounting
standards, their type of specialization, as wekk@stry dummies. All of these dummies are
jointly and highly significant statistically. LAVegressions confirm the signs and economic
impact of the FE regression coefficients, with texceptions: the substitution effects are
stronger and the non-performing loans ratio do¢smpact securities.

In the next two columns of the table we show themeges of the reduced-form
equations ot andS. In addition to the exogenous variables appeamthe right-hand side
of (5) and (6), we have added the four dummiesdhpture the bank characteristics noted in
the previous paragraph. The cross demand variaBlen<5) andLy in (6)—has a negative
sign and is confirmed by the coefficient estimabésXy. A one percent increase in the
demand for loans raisés by 0.115 percent and lowe& by 0.077 percent, whereas a one
percent increase in the demand for securitiesg&d®y 0.269 percent and lowdtsby 0.032
percent; hence, an equal one percent increaseeideimand for loans and securities shifts
banks’ portfolio toward securities by 0.11 percédh the other hand, an increase in total
assets produces a slightly stronger responkgtiran inS, in contrast to the FE estimates.

In the final two columns of the table, we presdrt IV regressions to correct for the
endogeneity olL; and S in systems (1)-(2) or (3)-(4). The instrumentsi¥finclude the
exogenous variables of the reduced-form equatitmsthe growth rate of deposits, the ratio

of liquid assets to total assets, the return optasand the four bank-characteristic dummies;

1 The presence of outliers could bias standard euetric approaches, particularly when there arén asrr
case, many missing and misreported values.
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as such, the specification is in line with whatheee done with FE and LAV. The difference
between IV and FE, in addition to the endogenaiatinent, consists in the four bank-
characteristic dummies and country dummies in ptddgank fixed effects. There is a strong
similarity in the findings. In particular, thereasnfirmation that the substitution of securities
for loans is approximately five times as strondhessubstitution of loans for securities. This
substitution pattern is reinforced by the strongmponse of to A relative to the response
of L; to Ai. Finally, the biggest impact on asset reallocabdginate from debt to GDP. By
multiplying the coefficient by the average valueBpf we obtain that over the entire period
By has reduced loans by 9.07 percentage points asedraecurities by 9.76 percentage
points, for a net reallocation effect towards sei@s of approximately 19 percentage points.
[Insert Table 3 here]

Table 4 shows the estimates of Model 2, which addthe basic specification of
Table 3 the interaction of the debt-to-GDP ratithwiy andA;, as well as the non-linearity in
By. The interaction terms capture whether banks &iables of direct interest to the
regulator react to the evolution Bf;. As we have done for previous hypotheses, wethest
banks are insensitive to the regulator’'s concein=( ¢, = 0 and 4, = x, = 0) against the
alternative that they are sensitive. The structfr@able 4 is similar to that of Table 3;
estimates and test statistics are, on the whale, @milar. The important finding is that the
interactive terms witlBy are marginally significant: their impact is negation loans in FE
and LAV, positive on securities in LAV and IV, andsignificant in the reduced form
equations. Thus, the null &f4 is “weakly” rejected against the alternative ttred existence
of government debt raises the reaction of secaritiemarket demand while lowering the
reaction of loans; in essence, there is some ewéémat the debt-to-GDP ratio tilts the
allocation process towards securities, not onlgdally, but also indirectly through market

demand and total assets growth. The other releesntts of Table 4 is that the statistically
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significant coefficient 0B%; suggests the presence of threshold effects alreaasized in
the literature; see, for example, Minea and Paf2d12), Checherita-Westphal and Rother
(2012) and Law and Singh (2014). The novel aspent s that the curvature for loans is
different than that of securities (concave).

[Insert Table 4 here]

In the section on descriptive statistics we hawawhthat EU banks, largely in response
to the sovereign debt crisis, appear to have agated their portfolio re-adjustment towards
securities at the expense of credit to the prigatgor; and this pattern is particularly evident
for banks in the Southern EU countrfésTherefore, we would expect the EU-area sample
estimates to differ from the world sample estimateswo significant ways: first, that
aggregate demand in the EU area would providetadubias toward$, and second that the
debt-to-GDP ratio would have larger absolute impat§ andL;. Table 5 confirms such
prediction. An equal one percentage point increasé, in the two equations produces a
larger shift towards securities in the EU estimatean in the world estimates. A similar
finding holds for the debt-to-GDP. In sum, the ségtbias in the portfolio reallocation for

the entire sample is accentuated in the EU area.

[Insert Table 5 here]

V. ROBUSTNESS

To check the robustness of our results, we run &manometric exercises. The first is to
measure the growth rate of market demand for laaassecurities excluding bamnkthat is
the observation of the bank on the left-hand sidin@® regression, in sympathy with what is
done in the industrial economics literature. Thé¢ecdive of this exercise is to check the
market power, or potential bias, of a large bankhencomputation of the aggregate demand

variable. In a one-bank system, the left-hand sateble would be equal t¢y; in a banking

7 See the relative movements of gross loans andisesun Figure 2.
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system with a large number of equal-size banks ldéfihand side variable would have a
negligible impact on the computation 8f; in the more realistic case of a banking system
with a small number of big banks and a large numdfesmall banks, the left-hand side
variable would be quite sensitive to the inclusaira large bank in the computation 4f.
The first four columns of Table 6 (which shows lbwevity only the benchmark FE and LAV
estimates) use the narrow definition of market dein#,,_;, instead of the broad definition,
Yu. The Yy, coefficients remain positive, although smallersine and, in some cases, with
lesser statistical significance than those Yof in Table 3. In sum, this exercise, not
surprisingly, confirms that most banking systenspldly some degree of market power; yet,
our previous results hold.

The second exercise adds common and specific esiab the loans and securities
equations to further reduce the risk of relevanttiaah variables. In Table 6 it is labelled as
Model 3: it extends the benchmark model of Tabl&ith specific controls for loans and
securities. These controls are the equity-to-t@ssets ratioE, the loans-to-deposits
coverage ratioC;, the growth rate of depositS;, the ratio of liquid assets to total assets Q
and the average return on assBtsOur rationale for choosing; is that banks strive for an
optimal financial structure and, consequenilyandS could be sensitive to the evolution of
the current value OE; in relation to an optimal but unobserved valbgeis present in both
equationsC; andD; are specific to the loan equations. Their jusdiflcn are straightforward.
Since deposits are a more stable source of funtieng alternative liabilities, banks may seek
to match deposits to long-term and unmarketabledo® reduce risk. Furthermore, a
predictable growth of deposits would further reduceertainty given the very short-term
maturity of depositsQ; andR are instead specific to the security equation.lgiquidity in
principle is a substitute for both loans and se¢iasi we assume that the second substitution

dominates the first, particularly during a creditrech. R, is a broad measure of performance
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with a potential ambiguous effect & When loans’ credit risk is perceived to be high
relative to securities’, we would expect that angsR; would induce banks to favor securities
in their allocation strategy. When credit risk isrgeived to be high equally for both loans
and securities, a risirfg§ would induce banks to privilege liquidity afdwould decline.

The explanatory power of Model 3 with the five qoid just discussed rises relative
to Model 2 estimates; see last four columns of &abl All the control variables are
statistically significant, except f&; andR; in the LAV securities equatiol€; andD; impact
the loan equation positively, as expec@dandR, impact securities negatively and their sign
pattern is consistent with the well-publicized rusin liquidity. Our main results remain
unchanged.

[Insert Table 6 here]

The third exercise was to broaden the number ofemous variables included in the
second step of the IV regressions of Table 3. Tued controls are of two types, macro and
micro. The macro control consists of the countgtenomic growth (real GDP). The micro
controls are the ratio of bank’s total businessotal assets, the number of banks under the
same business group and the banks’ net interegfidrhe four controls are first entered
one at a time and then as a group in Tabf@There is a considerable degree of stability in
the sign, size, statistical and economic signifoganf the estimated coefficients and in the
explanatory power of the regressions across th&e’salcolumns, a reflection that the
specification of the IV estimation of Table 3 remsirobust to the four added macro and
micro controls.

[Insert Table 7 here]
The fourth and final step was to test the IV regren of Table 3 for the crisis period

2009-2012. We do not report the actual estimates tiesave space but discuss the salient

18 We experimented with combinations of two and threetrols with similar results. We don’t reportuls for
brevity.
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findings. The only material change in the loansatigm in the crisis period affects the debt-
to-GDP ratio whose value drops to approximately bak of the coefficient’s value for the
entire period; the statistical significance remaims same, however. The material changes in
the securities equation occur in the substitutiffece and in the response to aggregate
demand. The former goes from -0.548*** to -0.278%e latter from .224* to .547***, The
implication is that during the crisis period batties/e raised their allocation share in favor of
securities to changes in aggregate demand, whilerlng their securities sensitivity to the
growth of loans. These patterns are what we woale lexpected and are in sympathy with
one of the main results of our study: a deep firraisis penalizes credit to the private

sector.

VI CONCLUSIONS

This paper has examined how banks around the wwal@ resized and reallocated their
earning assets in response to the subprime andesgwedebt crises. We have focused
especially on the interaction between sovereigrt dald the bank asset allocation process.
After the crisis we observe a general substituissay from loans and in favor of securities,
substitution that was accompanied by a de-levegagnocess at the world level and in the
Northern European countries, but not in the Soutli&uropean countries. The latter were
boosting their holdings of government debt at tkpe@se of a significant reduction of credit
to the private sector. Our econometric findingsraoorate that banks have readjusted the
composition of their assets and the overall regwatredit risk by substituting securities for
loans. Banks, furthermore, have also been sensitivithose variables that are of direct
interest to the regulator.
The picture that emerges is a mutual protectiort pagime, in which high-debt

governments exert pressure on banks, through tiheafcand informal regulatory system, to
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privilege the purchase of government securities cvedit to the private sector in exchange
for receiving protection against default. The gyatf our findings is strengthened by the

large dataset we have used. While previous stuthe® focused on specific institutions,

typically large banks, ours encompasses the urawvarthe available categories of banks; and
to our knowledge, this is the first paper to do so.

As to specific hypotheses, we found strong suligiitueffects between loans and
securities, with the substitution of securities foans being approximately five times as
strong as the substitution of loans for securifidss asymmetric pattern is reinforced by a
larger elasticity of securities with respect tat@ssets than the corresponding loan elasticity.
The debt-to-GDP coefficient has a negative impattl@ans and positive on securities,
rejecting the hypothesis that banks are neutrdl reispect to government debt in favor of the
alternative of a “mutual protection pact” betweesgulator and regulated banks. The
evolution of the debt-to-GDP ratio has the biggegbact on asset re-allocation. European
Union banks have accentuated their portfolio restdjent towards securities at the expense
of credit to the private sector. Finally, during térisis period 2009-2012, banks have further
raised their relative allocation share in favoseturities in response to changes in aggregate
demand, while lowering their securities sensititiythe growth of loans. These patterns are
what we would have expected and are in sympathy et of the main results of our study:
a deep financial crisis penalizes credit to thegia sector

Our evidence that banks have effected de-riskinguistituting securities for loans
reflects the Basel rule that government securiiesignificant component of total securities,
have been accorded the special status of havirgraweight in the computation of risk-
weighted assets. The noted substitution lowers lagmy risk but not necessarily true
economic risk. The obvious policy recommendatiorudobe to align regulatory risk to

economic risk, so as to achieve portfolio allogagidbased on return-risk profiles without the
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murky considerations of moral hazard and mutuatgatmn pacts. On the other hand, strict
public-choice analysis suggests that such a chanuyat likely to occur.

As to plans for future research on the subjecthase two extensions in mind. The
first is to focus on Eurozone banks and especa@tlythe asymmetry between Northern and
Southern regions with a longer and updated peMd. expect that financially stressed
Southern banks might have adopted more de-riskiag tle-leveraging to achieve relevant
risk reductions, whereas the opposite might haweimed in Northern banks. The second is
to examine in further detail how regulators impawtthe asset allocation of bank portfolios

through the use of risk-weighted assets insteadavket measures.
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Table 1: Summary of hypotheses testing

HYP Name Ho Ha
1 Substitution effect —ag=—f,=0 —ap<0,-45,<0
2 Size effect a, =p,=1 a, < p,
3 Neutrality of the government —az;=—f,=0 —a3<0,-4,>0
4 Demand sensitivity to regulator n= ¢, = 7p 9, #0

NOTES: HYP = hypothesis numbét, = null hypothesisH, = alternative hypothesis. Coefficients refer taaipns (1)-(4).

Table 2: Descriptive statistics on cleaned Bankscope data

Variables Mean St.Dev Min  Median Max Nr.Obs. SkewKurt.

PANEL A: Bank-level variables
Gross Loans (th USD) 889380 1351278 0.27 324127 082B 54331 2.44 8.89
Total Securities (th USD) 311159 507139 0.03 91692631347 52720 2.43 8.69
Total Assets (th USD) 1691330 2631584 38.65 565253900000 55350 2.46 8.94
Total Equity (th USD) 137490 208641 7.7 49005 10mB1 55491  2.43 8.78
Total Deposits (th USD) 963834 1435918 0.03 346714397910 52778 2.30 8.07
Impaired Loans (th USD) 40026 65885 0.07 9947 3891132757  2.35 8.30
Liquid Assets (th USD) 223604 358711 1 63600 18937155121  2.42 8.70
Coverage Ratio (%) 97.50 50.70188 0.01 87.60 311.562693 1.34 5.59
Return on Assets (%) 0.62 0.82 -2.63 0.43 3.98 68690.65 6.09
Listed (dummy) 0.07 0.25 0 0 1 160963 341 12.62
Accounting

IFRS (dummy) 0.08 0.27 0 0 1 160963 3.05 10.30

Regulatory (dummy) 0.43 0.50 0 0 1 160963 0.281.08

GAAP (dummy) 0.27 0.44 0 0 1 160963 1.02 2.05
Specialization

Holding (dummy) 0.14 0.34 0 0 1 160963 2.12 485.

Commercial (dummy) 0.59 0.49 0 1 1 160963 60.3 1.13

Cooperative (dummy) 0.12 0.33 0 0 1 160963 82.2 6.20

Investment (dummy) 0.02 0.15 0 0 1 160963 6.503.26

Real Estate (dummy) 0.01 0.12 0 0 1 160963 8 8.066.36

Saving (dummy) 0.11 0.32 0 0 1 160963 2.412 856.
PANEL B: Country-level variables
Debt-to-GDP ratio (%) 56.61 37.65 3.68 47.50 238.02 344  1.67 7.58

NOTES: Period: 2005-2012. We use 2004 to computevily rate (see other tables). Total observations:
160,963. Number of banks: 20,236.
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Table 3: Model 1; panel regressions (Bank FE), quantitgessions (median LAV) and instrumental variabl¥3 (

Model 1
FE LAV LAV - Reduced Form v

Variables Loans Securitigs Loans Securities Loans ecuffties Loans Securities

1) 2) 3) 4) (©) (6) () (8)
X -0.052+  -0.456* -0.08 2+ -0.744 -0.097 -0.548*
Xu -0.032*  -0.07F
Yu 0.184* 0.293* 0.09% 0.184+ 0.115* 0.269* 0.12% 0.224+
A 0.668* 1.002 0.915 1.484 0.787F 0.668* 0.803* 1.203*
By -0.134+ 0.064+ -0.087** 0.068* -0.106* 0.120* -0.118* 0.127
N -0.687=  0.669* | -0.25% 0.0752 -0.30% 0.155* -0.270* 0.1406¢
Constant 16.304 -6.162* 2.300* -15.993* 3.833* -21.198* 2.943* -14.395*
Dummies Bank Bank L/A/SIC L/A/SIC L/A/SIC L/A/SIC L/A/SIC /A/S/C
Obs. 24028 23658 24028 23658 25948 24284 20546 62054
R? 0.534 0.152 0.454 0.141 0.397 0.089( 0.607 0.190
Nr. Banks 5824 5834
FAL 1068 128.8 872.2 68.52 623.2 37.25 545146 40201
Pr(FH)>F 0 0 0 0 0 0 0 0
FeTRE 28 12.99 27.11 13.58 1629 1141
Pr(FF"RY>F 0 0 0 0 0 0
Hausman 1292 32
Pr(H)>ch? 0 0

NOTES: Model 1 consists of equations (1) and (Zhimtext. Three hypotheses are tested: substitetfifect, size
effect, and government neutrality (see Table hatext). All of them are rejected. FE = (bankkefixeffects model
with robust standard errors; LAV = least-absolutdue model (Quantile regressions on median) udiegHall-
Sheather bandwidth (same results using the Chaaibdoandwidth); IV = Instrumental variables (witbbust
standard errors); is the dependent variable (i.e. loans or secsjitk is the cross variable, that is securities for the
loan equation and loans for the securities equaligmnd Xy is the sum ofy; andX; at the country leveL = listed
(dummy);A = accounting standards (dummieS¥k specialization (dummies{; = country (dummies). H = Hausman
test compares fixed vs random effects model udiegseame specification. (a) both (co)variance medricase on
disturbance variance estimate from efficient estimdecause the standard Hausman test is not bleail&™
p<0.01, ** p<0.05, * p<0.10, # p<0.15.
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Table 4: Model 2; panel regressions (Bank FE), quantitgessions (median LAV) and instrumental variabl¥$ (

Model 2
FE LAV(HS) LAV - Reduced Form v

Variables Loans Securitigs Loans Securities Loans ecusies Loans Securities

(1) (2) (3) (4) (5) (6) (7) (8)
X -0.055+  -0.482+ | -0.080* -0.735* -0.103* -0.517%
XH 0.080+** 0.098¢
XBy -0.002 -0.004+*
Yu 0.230* 0.297 0.122 0.133* 0.125* 0.304 0.08 7 -0.0240
YB, -0.00¢ 0.0006 -0.0004 0.00% -0.0003 -0.0002 0.0004 0.064
A 0.580* 0.783* 0.874 1.325* 0.713* 0.38% 0.716* 0.983*
AB 0.002+ 0.004* | 0.0005* 0.002+* 0.00% 0.004++ 0.00% 0.003*
By -0.22 B 0.084+ -0.162+* 0.15% -0.215* 0.265* -0.205* 0.238*
BH2 0.0003*  -0.00003| 0.0003 -0.0003* | 0.0004* -0.0006+ | 0.0004*  -0.0004**
N; -0.606~  0.626* -0.20 %+ 0.0211 -0.229+ 0.144 -0.226* 0.0975
Constant 19.808  -7.949* 3.24F -15.410* 4,70+ -20.284* 5.38% -11.17 %
Dummies Bank Bank L/A/SIC L/A/S/IC L/A/SIC L/A/SIC L/A/SIC [A/SIC
Obs. 24028 23658 24028 23658 25948 24284 20546 62054
R? 0.540 0.161 0.456 0.143 0.401 0.0970 0.610 0.196
Nr. Banks 5824 5834
FA 809.6 139.2 942.1 86.01 705.0 50.84 346540 97473
Pr(FH)>F 0 0 0 0 0 0 0 0
FCTRE 26.76 11.63 27.18 12.43 1525 826.3
Pr(FFRY>F 0 0 0 0 0 0
Hausman 756.6 256.4
Pr(H)>ch? 0 0

NOTES: Model 2 consists of equations (3) and (4dhim text. Four hypotheses are tested: substitftact, size
effect, government neutrality, and demand sengjttai regulator (see Table 1 in the text). Thet finsee are strongly
rejected, the fourth is weakly rejected. FE = (Bdiitked effects model with robust standard errdr&Y = least-
absolute-value model (Quantile regressions on megdiaing the Hall-Sheather bandwidth (same residisg the
Chamberlain bandwidth); IV = Instrumental variab(@sth robust SE)Y; is the dependent variable (i.e. loans or
securities) X; is the cross variable, that is securities for tienlequation and loans for the securities equaticemd

Xy is the sum ofY; and X; at the country levell = listed (dummy);A = accounting standards (dummieS)z=
specialization (dummies}; = country (dummies). H = Hausman test comparexifixs random effects model using
the same specification. (a) both (co)variance med¢rbase on disturbance variance estimate froaiesftiestimator
because the standard Hausman test is not avaitabie<0.01, ** p<0.05, * p<0.10, # p<0.15.
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Table 5: Model 1 for EU Countries; panel regressions (B&tK), quantile regressions (median LAV) and
instrumental variables (1V)

Model 1
FE LAV(HS) LAV - Reduced Form vV
Variables Loans Securities Loans Securities Loans ecuffties Loans Securities
(1) (2) 3) (4) (5) (6) (7) (8)
Xi -0.049+  -0.514* | -0.089*  -0.868* -0.157*  -0.964*
Xu -0.0107  -0.149
Yu 0.25%=  0.626* | 0.206* 0.524+ 0.233+  0.5589+ | 0.247%=  0.543*
A 0.592+  1.084~ | 0.828* 1.656+ 0.68% 0.880* | 0.844~  1.646+
By -0.345*  0.469* | -0.24%+  0.363* | -0.353+  0.546~ | -0.160*  0.503*
N -0.2118  0.838* | -0.092+ 0.24% | -0.122+ 0.25% -0.11% 0.1762
Constant 39.76% -46.359+ | 17.772+ -17.079~ | 22.88%* -35.857+ | 7.6100 -28.035
Dummies Banks Banks L/A/S/IC L/A/S/IC L/A/S/C L/A/S/C L/A/S/A/AISIC
Obs. 5576 5558 5576 5558 5820 5658 5228 5228
R? 0.566 0.230 0.446 0.169 0.390 0.125 0.610 0.290
Nr. Banks 1907 1906
FAL- 201.0 85.61 345.9 43.10 263.5 32.94 13215 60302
Pr(F*)>F 0 0 0 0 0 0 0 0
FCTRE 10.53 8.110 19.38 10.52 151.2 219.9
Pr(FF™Y>F 0 0 0 0 0 0
Hausman 186.4 13.5)4
Pr(H)>chf 0 0.0188

NOTES: Model 1 consists of equations (1) and (Zhmtext. Three hypotheses are tested: substitefiiect, size
effect, and government neutrality (see Table hantext). All of them are rejected. FE = (bankkfixeffects model
with robust standard errors; LAV = least-absolutédie model (Quantile regressions on median) udiegHall-
Sheather bandwidth (same results using the Chaaibdrhndwidth); IV = Instrumental variables (wittbust SE).

Y; is the dependent variable (i.e. loans or secasjitl§ is the cross variable, that is securities for trenlequation
and loans for the securities equati¥p.andXy is the sum ofY; andX; at the country level. = listed (dummy)A =
accounting standards (dummie§);= specialization (dummies)C = country (dummies). H = Hausman test
compares fixed vs random effects model using thmesapecification. (a) both (co)variance matriceseban
disturbance variance estimate from efficient estiméecause the standard Hausman test is not bheail&t*
p<0.01, ** p<0.05, * p<0.10, # p<0.15.
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Table 6: Robustness; panel regressions (Bank FE) and itpiaegression (median LAV) with,Yand controls

Model 1 (with modified demand)

Model 3 (additiboantrols)

FE FE LAV LAV FE FE LAV LAV

Variables Loans Securities Loans Securities Loans ecuies Loans Securities
(1) (2) (1) (2) ) (4) ©) (4)

Xi -0.050*  -0.393*  -0.08%*  -0.713* -0.055*  -0.655*  -0.085*  -0.844*

Y1 0.030* 0.018* 0.008 0.009*

Yy 0.139+ 0.275* 0.075* 0.178*

A 0.677+  0.950*  0.930* 1.452+ 0.759* 1.25% 0.936* 1.59 %

By -0.142~  0.095~  -0.09%*  0.076* -0.098*»  0.092»  -0.082»  0.08%*

N -0.693*+  0.636*  -0.238* 0.0561 -0.768*  0.794~  -0.322= 0.084

E 0.435 0.336 0.083* -0.032

G 0.250+ 0.047

Q -0.972+ -0.285*

D; 0.627 0.154*

R -1.426¢ -0.115

Constant 17.066+ -8.086*  3.060*  -14.21%+ | -60.720+ 2.633  -15.15% -8.062*

Dummies Banks Banks L/A/S/C L/A/S/C Banks Banks L/A/SIC  /SICA

Obs. 24777 24780 24777 24780 21613 22332 21613 2233

Nr of banks 5904 5905 5219 5590

R? 0.522 0.127 0.458 0.124 0.623 0.179 0.484 0.150

FAL- 924.8 64.02 852.7 66.54 1016 78.20 930.1 72.90

Pr(F* )>F 0 0 0 0 0 0 0 0

FCTRE 28.70 12.97 109.8 51.06 32.67 15.10

Pr(FF™Y>F 0 0 0 0 0 0

H 238.2 54 376.7 360.9

Pr(H)>chf 0 0 0 0

NOTES: Model 3 adds to Model 1 (equations (1) aridirf the text) a set of controls with continuowsmnon and
specific bank variables. Three hypotheses aredestéstitution effect, size effect, and governmeatrality (see
Table 1 in the text). All of them are rejected. £Bank fixed effects model with robust standar@exrLAV = least-
absolute-value model (quantile regressions withiamdusing the Hall-Sheather bandwidth (same resuding the
Chamberlain bandwidth)Y; is the dependent variable (i.e. loans or secsjit¥ is the cross variable, that is
securities for the loan equation and loans forséheurities equatioryy andXy is the sum ofY; andX; at the country
level. L = listed (dummy);A = accounting standards (dummie§;= specialization (dummies)C = country
(dummies).H = Hausman test compares fixed vs raneff@cts model using the same specification. **0@3d, **
p<0.05, * p<0.10, # p<0.15.
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Table 7: Robustness: IV regressions for Model 1 with adddl exogenous variables

Model 1 -1V

VARIABLES Loans Securities Loans Securities Loans ecBities Loans Securities Loans Securities

1) (2) 3) 4) (5) (6) (1) (8) 9) (10)
X -0.095* -0.540* -0.087+ -0.510% -0.088* -0.51 7 -0.085* -0.515# -0.092++ -0.529+
Yh 0.122+ 0.224 0.123* 0.224 0.123* 0.224+ 0.123* 0.224+ 0.122+ 0.223*
A 0.80% 1.197 0.794+ 1.175 0.794 1.180* 0.793* 1.179= 0.798* 1.190%
By -0.119* 0.128* -0.120% 0.133* -0.120* 0.132+ -0.12% 0.132+ -0.119* 0.130*
N -0.268* 0.143 -0.27 1= 0.152 -0.27 I 0.149 -0.272+ 0.149%: -0.270% 0.145:
Constant 3.01% -14.44+ 3.135* -14.63* 3.123* -14.583+ 3.158* -14.599* 3.062+ -14.513
Dummies L/A/SIC L/A/S/IC L/A/SIC L/A/SIC L/A/S/IC L/A/SIC /8/E& L/A/SIC L/A/SIC L/A/SIC
Observations 20520 20520 20519 20519 20520 20520 5120 20519 20518 20518
R? 0.6068 0.1922 0.6077 0.1914 0.6077 0.1916 0.6080 .1916 0.6073 0.1920
WALD-Test 545529 40143 548380 40054 548240 40078 88538 40074 546817 40114
Exog.Vars E/-/-1- E/-/-1- -ITI-I- -[TI-I- -I-1G/- -I-IG/- -I-IM -/-1-IM E/T/IG/M E/TIG/IM

NOTES: Model 1 consists of equations (1) and (Zhimtext. Three hypotheses are tested: substitefifect, size effect, and government neutralige(s
Table 1 in the text). All of them are rejected. idgressions with robust standard errors. Exog.¥additional exogenous variables at the Stey ks the
dependent variable (i.e. loans or securiti¥gs)s the cross variable, that is securities for thanlequation and loans for the securities equatipandXy is
the sum ofyY; andX; at the country levely,,; is the sum ofY; at the country level except bank = listed (dummy)A = accounting standards (dummieS);
= specialization (dummiesy; = country (dummies)E = economic growth (%)f = total business to total assets (@) banks in the business group (unit);
M = net interest margin (%). Results are similangsill combinations of 2 and 3 exogenous contnodd (eported for brevity). *** p<0.01, ** p<0.05, *

p<0.10, # p<0.15.
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Figure 1. Boxplot and frequency distribution after the clizgy procedures: growth rate of gross loans

(%), total securities (%), and total assets (%).
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Figure 2: De-leveraging and de-risking: World, Northern &alithern EU countries.
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DATA APPENDIX

Table A.1: Variable definition and sources.

Variable

Description

Sour ce or Formula

Total amount of issued credits given to banks

Gross Loans during the accounting period (th. USD) Bankscope
Total Securities Total amount of scztc;]u'rSgsD ;n bank asset portfollo Bankscope
Total Assets Total value of all bank current and long-term asget Bankscope
(th. USD)
.| The sum of interest and non-interest bearing déposi
Total Deposits accounts at a bank (th. USD) - Bankscope
. The total amount of common and preferred
Total Equity stock equity of the bank (th. UZD) Bankscope
- Cash and central bank reserves of the bank (tp.
Liquid Assets Bankscope
USD)
The amount for which it is not likely the bank will
Impaired Loans collect the full value of the loans because Bankscope
the borrowers’ creditworthiness is fallen (th. USD)
L Growth rate in percentage Gfoss Loanst the __ _Gross Loans;;
' (individual) bank level (%) ' Gross Loans;;_,
L Growth rate in percentage Gioss Loanst the L= Yien Gross Loans;,
H (market) country level (%) H ™ 3 e Gross Loans; ¢
Growth rate in percentage btal Securitiest the _ Total Securities; ;
S (individual) bank level (%) '™ Total Securities; ;4 B
s, Growth rate in percentage ©btal Securitiest the G = Yien Total Securities;;
(market) country level (%) %7 ¥y Total Securities; ;_;
Growth rate in percentage dbtal Assetst the _ Total Assets;
A (individual) bank level (%) '™ Total Assets;;_q B
) i Impaired Loans; ;
N; Ratio ofNon-Performing Loano Total Asset$%) i = -
Total Assets;
By Debt-to-GDP ratio (%) World Economic Outlook
. ) Total Equity;
E; Ratio of Total Equityto Total Asset$%) i = Total Assets. . Assets;,
) i Impaired Loans;
G Loans-to-deposit coverage ratio (%) i = Total Assets
. Total Deposits; ¢
D Growth rate offotal Depositg%) i = Towal Deposits,,_, -
) L Liquid Assets; ¢
Q Ratio ofLiquid Assetdo Total Asset$%o) i = W
R Return on Average (Total) Assets (%) Bankscope
E Real economic growth rate (%) World Economic Outloo
B Ratio of total business to total assets (%) Banisco
G Number of banks in the business group (unit) Bamyisc
M Net interest margin at the bank level (%) Bankscope
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Table A.2: Treatment of outliers on the downloaded variabldsvel.

Variables Bankscope BACON NEG IQR Final
Obs 81695 80530 79829 70186 54331
Gross ~ Min -3420.15 -3420.15 0.1 0.1 0.27
Loans  Max 3070086000 3070086000 3070086000 7280833 7280833
Mean 10156189.38 6136621.19 6190508.56 910514.92 889880.
Obs 80368 79203 76779 67389 52720
Total Min -13565.13 -13565.13 0.03 0.03 0.03
Securities  Max 3195801331 3195801331 3195801331  2631346.97  263AB46
Mean 7990021.14 4472523.65 4613726.74 309709.2 311158.64
Obs 82579 81414 81414 71754 55350
Total Min 14.29 14.29 14.29 14.29 38.65
Assets  Max 4682924032 4682924032 4682924032 13882655 13882655
Mean 22394247.56 13386591.24  13386591.24  1751408.03  3BEAA7
Obs 48937 47772 46498 41138 32757
Impaired  Min -18242.98 -18242.98 0.04 0.04 0.07
Loans  Max 251949000 251949000 251949000 339114.89 339114.89
Mean 515310.57 265718.63 272999.46 39960.35 40025.82
Obs 82574 81409 81078 71882 55491
Total Min -136279008 136279008 0.55 0.55 7.7
Equity ~ Max 923629888 923629888 023629888  1093172.88  1093172.88
Mean 1285075.58 817295.21 840265.08 144538.01 137490.11
Obs 82322 81157 81033 71424 55121
Liquid Min -1803.25 -1803.25 0.04 0.04 1
Assets  Max 1416300800 1416300800 1416300800  1893717.25 18917
Mean 4979323.99 2787035.15 2791300.03 227780.23 223603.8
Obs 76554 75389 74568 66171 52778
Total Min 0 0 0.03 0.03 0.03
Deposits  Max 3399283200 3399283200 3399283200 7397909.5 739%7909.
Mean 10156573.62 5614214.58 5676027.56 958397.52 963833.
Obs 82099 80934 80934 75615 58690
Return on Min -348.07 -348.07 -348.07 -2.63 -2.63
Assets  Max 257.21 257.21 257.21 3.98 3.98
Mean 0.81 0.82 0.82 0.66 0.62
Total Obs 219690 218525 218525 218525 160963
Banks 21969 21968 21968 21968 20236

NOTES: BACON = blocked adaptive computationallyi@ént outlier nominators (BACON) algorithm to
identify multivariate outliers proposed by BilloHadi, and Velleman (2000). A flagged outlier regeal
systematic errors and the whole record is cancelG = negative values for non-negative defined
accounting items. A flagged outlier reveals an sgiiccratic error and its entry is replaced with asimg
value. IQR = outliers identification method basedtloe interquartile rang&. A point beyond an outer fence
is considered an extreme outlier. The lower owteceé isQ1 — 3 * IQ whereQl=lower quartile. The higher
outer fence i%3 + 3 * IQ whereQ3=upper quartile. Extreme outliers are consideréasithcratic errors and
replaced with missing values. In “Final”’, we seléckinds of banks: bank holdings and holding congmn
commercial banks, cooperative banks, investmertdanal estate and mortgage banks, and savings.ban
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Table A.3: Treatment of outliers on the variables transfatnimegrowth rates or ratios.

Variables Growth Rates BACON IQR Final
Obs 59209 58979 55895 48194
L Min -99.99 -99.99 -67.51 -67.51
Max 1808766.63 1808766.63 81.76 81.76
Mean 122.52 120.18 7.25 7.51
Obs 196557 196327 182879 154904
L, Min -99.37 -99.37 -42.04 -37.23
Max 3576.09 3576.09 41.22 41.22
Mean 10.26 10.21 -0.61 0
Obs 56393 56163 52731 45815
Min -100 -100 -100 -100
S Max 60496568 60496568 134.57 134.57
Mean 3422.03 3432.95 5.52 6.11
Obs 196557 196327 181352 153972
Min -99.16 -99.16 -39.26 -37.56
S Max 3007.04 3007.04 43.09 43.09
Mean 11.01 10.95 0.76 1.41
Obs 75085 74855 70040 54401
A Min -99.96 -99.96 -39.22 -39.22
Max 980.57 980.57 53.1 53.1
Mean 11.62 11.59 6.42 6.43
Total Obs 218525 218295 218295 160963
Banks 21968 21968 21968 20236

NOTES: BACON =

blocked adaptive computationally i@ént outlier nominators (BACON)

algorithm to identify multivariate outliers propasey Billor, Hadi, and Velleman (2000). A flagged
outlier reveals a systematic errors and the whet®nd is cancelled. IQR = outliers identification
method based on the interquartile rah@e A point beyond an outer fence is considered areme
outlier. The lower outer fence 81 - 3 x IQ where Ql=lower quartile. The higher outer fence is
Q3 + 3 +1Q where Q3=upper quartile. Extreme outliers are consideresichcratic errors and
replaced with missing values. In “Final”’, we seléctkinds of banks: bank holdings and holding
companies, commercial banks, cooperative bankgstment banks, real estate and mortgage banks,

and savings banks.
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Figure A.1: Boxplot on final data and original data downloddi®m Bankscope
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NOTES: The order of magnitude of the x-axis scalele left (Final Data) is 3 digits smaller thaattlon the
right (Bankscope Data). There is a trade-off betweata cleaning and the number of observations. The
boxplots on Final Data suggest that the outliebfmms could be not completely removed. Stricternrmieg
criteria would have reduced excessively the numbebservations.
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