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Spatial effects on local government ef-
ficiency∗

Raffaella Santolini

1 Introduction
Spatial interdependence in fiscal policy decisions of local governments has received in-
creasing attention over the last 15 years. There exist a large number of studies that
empirically investigate the presence of spatial patterns in the levels of local public ex-
penditure and taxation (for reviews, see Brueckner (2003) and Revelli (2005, 2015)).
Only a few studies have analyzed whether the efficiency of local governments in the
provision of public goods and services also depend on neighborhood decisions (Geys,
2006; Revelli and Tovmo, 2007; Bollino et al., 2012). They share the view that yard-
stick competition (Salmon, 1987; Besley and Case, 1995) due to citizens’ benchmarking
could be one of the plausible determinants of mimicking behavior in local governments
efficiency. Citizens do not have complete knowledge about the fiscal performance of
their politician incumbents, and they fill this information gap by comparing it with those
of neighboring jurisdictions. Thus, the incumbent politician sets his/her own fiscal de-
cisions in line with those of neighboring administrations, also avoiding punishment at
the polls. Also emphasized has been the role played by local governments in copying
best administrative practices from each other to improve efficiency, involving spatial
interdependence through the diffusion of knowledge among neighboring jurisdictions
(Bollino et al., 2012).

Getting into the specifics of these studies, Geys (2006) finds that the abilities of
Flemish municipalities to spend money on public goods efficiently is affected by neigh-
borhood effects. He uses cross-sectional data on 304 Flemish municipalities for the year
2000 and a stochastic parametric reference methodology to determine municipalities’
efficiency ratings as proxies for the ratio of public spending to public goods provision.
Revelli and Tovmo (2007) test the existence of yardstick competition in production ef-
ficiency of 205 Norwegian municipalities. As a measure of local administrations’ effi-
ciency, they use an indicator developed by Borge et al. (2005) based on the ratio between
an aggregate measure of the production of services provided by local governments and

∗I wish thank Daniele Ripanti for his help with data collection.
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the total revenues of local governments. To verify that the spatial interdependencies that
occurred in the government efficiency index depended on yardstick competition, they
employed information from a survey on the attitude of local Norwegian politicians to
compare their own performance in the provision of public services with those of other
jurisdictions. They found that the Norwegian municipalities mimic the production ef-
ficiency of the geographically neighboring municipalities for reasons compatible with
yardstick competition. Finally, Bollino et al. (2012) built an indicator of cost efficiency
in the production of local public services with the non-parametric Data Envelopment
Analysis method on 341 municipalities of the Italian region Emilia-Romagna. They
then explored the presence of spatial interaction in cost efficiency scores with Moran’s
I scatter plot, showing that municipalities with high (low) degrees of efficiency are sur-
rounded by municipalities with similar high (low) levels of efficiency.

The current paper contributes to investigating the presence of the spatial patterns in
local governments’ spending efficiency by using a sample of 246 Italian municipalities
over the period 1998-2008. Municipal efficiency is measured through the speed of pay-
ments, already used in other studies (Drago et al., 2014). This measure deals with the
speed with which local governments transform spending commitments into actual pay-
ments into local public goods. Higher payment speed involves greater government effi-
ciency because a larger share of spending commitments is realized, involving a greater
share of public goods provided. The speed of payments is calculated for several cat-
egories of public spending such as current expenditure, capital expenditure, expenses to
third-parties and total expenditure.

Spatial dependence in local government spending efficiency is investigated through
spatial econometric models and geographical distance-based matrices selected by the
Bayesian approach of model uncertainty (LeSage, 2014). In this strand of the literat-
ure, the current paper represents the first contribution that uses the Bayesian method
to investigate the nature of spatial dependence. The selection model conducted by this
approach points to the static spatial Durbin model for the speed of total payments and
the static spatial autoregressive model for the other indicators of spending efficiency.

Estimation results reveal the presence of spatial interdependence in the speed of
payments among the geographically close municipalities. Hence, they highlight that
municipalities mimic not only the levels of public expenditure, as shown by past empir-
ical studies, especially on the Italian context (Ermini and Santolini, 2010; Bartolini and
Santolini, 2012; Ferraresi et al., 2018), but also the speed with which they made pay-
ments for providing public goods and services. Estimates also show that a municipality
reacts more to changes in the speed of current spending of neighboring municipalities
than in changes in the speed of payments of other categories of public expenditure. One
reason for this result may be the rigidity of some components of current expenditure
(such as wages and salaries of public employees) that could artificially inflate the spa-
tial effect in current spending efficiency, resulting in a more pronounced reactivity of
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municipality to changes in the speed of current outlays of its neighbors. On the other
hand, time and costs for public works construction are subject to greater uncertainty,
making capital spending efficiency less spatially correlated. Overall, the results

The rest of the paper is structured as follows. Section 2 presents the indicators of
public spending efficiency and the control variables used in empirical analysis. The
spatial econometric models and estimation methodology are described in Section 3.
Selection of both spatial models and spatial weight matrices by the Bayesian method
is illustrated in Section 4. Estimation results are discussed in Section 5, and Section 6
concludes.

2 Data and variables
The empirical analysis has been conducted on a sample of 246 Italian municipalities
over the decade 1998-2008. The municipalities are located in the Marche Region1,
where evidence on fiscal policy interdependence has been documented (Santolini, 2008;
Ermini and Santolini, 2010; Bartolini and Santolini, 2012). The Marche Region is loc-
ated in the center of Italy, and 14% of its municipalities face onto the Adriatic Sea,
while the remainder extend up to the Umbro-Marche Apennine mountains. The region
is characterized by a large number of municipalities with populations of fewer than
3,000 inhabitants (56% in 2014) and a population density smaller than 150 inhabitants
per square kilometer (64% in 2014).

In Italy, the municipality is the lowest level of government, which deals with many
important activities affecting citizens’ lives, such as primary schooling, public finance,
urban planning, public order, among others. The political and administrative structure
of municipalities consists in the mayor (sindaco), the executive body (giunta comunale),
and the municipal council (consiglio comunale). Since 1993, the mayor has been dir-
ectly elected and has the power to appoint and remove members of the executive board
(law 81/1993). These changes have made the mayor politically and directly account-
able to the voters for policies implemented as well as for the administrative control of
the municipality activities.

The budget of a municipality furnishes evidence of these policies and makes it pos-
sible to assess government efficiency through budget indicators such as the speed of
payments (Drago et al., 2014). This measure of spending efficiency is calculated for
total public expenditure (totexp speed) as the ratio between the total public expenditure
paid and the total public expenditure committed by the municipality. Additional indicat-
ors of the speed of payments are computed in the same manner for the main budget items
of the municipal public expenditure such as current (currexp speed) and capital (capexp

1Since seven municipalities (Casteldelci, Maiolo, Novafeltria, Pennabilli, San Leo, Sant’Agata Feltria
and Talamello) located in the north of the Marche region left it in the year 2009 to join the contiguous
Emilia-Romagna Region (law 117/2009), the time period of the analysis ends at year 2008.
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speed) expenditure and expenditure to third-parties (tprexp speed).2 Each indicator as-
sumes values between 0 and 1 (inclusive). A value equal to 1 indicates that expenses
committed by the municipality are fully paid within the budget year. Hence, increasing
the value of the ratio implies that municipality shows a better budget performance.3 The
speed of payments indicators are built using data on local public finance released by the
Ministry of Interior.4

In the panel regression analysis, control variables on demographics, economic and
political characteristics are included. As regards the municipal demographic aspects,
population size (pop) and density, measured in terms of inhabitants per square kilometer
of land area, are employed.5 The effects of population on government performance can
be ambiguous. A positive correlation signals the presence of government efficiency
due to economies of scale in the provision of local public services, while a negative
correlation denotes government inefficiency due to congestion effects. Population enters
the spatial panel data regressions in logarithmic form. The demographic structure is
controlled by the percentage of young people (aged 0-14 years old) and elderly people
(aged 65 years old or above). Municipalities with a large share of vulnerable groups in
the population have a low fiscal capacity that leads to enhancing government efficiency
(Borge et al., 2008).

On the side of economic controls, income enters the panel regression analysis in
terms of the logarithm of per-capita income tax base.6 Rich households demand a better
quality of local public services and greater efficiency in their provision. Thus, a positive
correlation between income and government efficiency should be expected.

Political characteristics like the size of mayor’s majority and political ideology can
significantly affect the municipal government’s efficiency.7 Mayors who received large
share of votes during elections have greater political strength to impose hard budget
constraints for pursuing budget consolidation policies (Borge et al., 2008). Accordingly,

2The capital component of public expenditure in Italian municipalities is generally lower than the
current component. The sample based on the Marche Region fully confirms this trend. In the year 2008,
the share of the current public expenditure on the total public expenditure of the Marche municipalities
was on average 70%, while the share of the public capital expenditure represented only 6%. Payments to
the third-parties were about 12% of the total.

3In the few cases in which the numerator and the denominator of the speed of payments are jointly
zero, it is assumed that the spending efficiency indicator is equal to 1.

4When missing values are found, they are filled by interpolating them with the data computed as the
inter-temporal average of the year immediately before and after. Missing values for the initial year 1998
have been filled by the data of the year 1999.

5Data on population are collected from the database Atlante Statistico dei Comuni released by the
National Institute of Statistics (Istat).

6Since data on disposable income are not available for Italian municipalities, the income tax base
(“Imposta sul Reddito delle Persone Fisiche") is used as its proxy. They are extracted from the database
released by Ministry of Economy and Finance.

7Data are collected from the Historical Archives of elections provided by the Italian Ministry of In-
ternal Affairs.
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it can be expected that the mayors’ votes share is positively correlated with government
efficiency. Political ideology is also taken into account by a dummy variable named left-
wing that assumes value 1 when the municipality is ruled by a left-wing coalition, and
zero otherwise. The size of public expenditure is commonly higher in municipalities
ruled by left-wing coalitions because they support stronger government intervention in
the economy by promoting extensive social welfare programs. Hence, they are more
inclined to set a soft budget constraint because they face higher costs increases due to
the supply of a wide range of public services. Thus, it is expected that municipalities
ruled by left-wing coalitions have less government efficiency (Borge et al., 2008).

The literature has shown that incumbent politicians increase expenditure in pre-
electoral periods to gain larger voter consensus for reappointment in office (Rogoff and
Sibert, 1988; Rogoff, 1990). In line with this theoretical view, the incumbent should
increase the speed of payments in pre-electoral periods to inflate public expenditure
to please voters (Buso et al., 2017). To control for electoral cycle, a dummy variable
named election is used as control. It assumes value one in the election year and zero
otherwise.8

Politicians’ competencies can make a difference in implementing fiscal policies effi-
ciently. A highly competent politician adapts better to changes (Welch, 1970), revealing
a better government performance (Besley et al., 2011). A dummy variable education
enters among the regressors to capture mayor’s competence. It assumes value 1 if the
elected mayor has a university degree, and zero otherwise.9

Ambiguous effects on spending efficiency are expected after the imposition of strin-
gent fiscal rules at the local level of government. Fiscal rules determined at the central
level impose hard budget constraints on sub-central governments in order to consolid-
ate their budgets and increase local government efficiency (Borge et al., 2008). On the
other hand, national fiscal rules that limit the growth of local spending by imposing
“expenditure caps" could contribute to slowing down the speed of payments of local ad-
ministrators to respect fiscal constraints at the expense of local government efficiency.
Since the year 1999, Italian municipalities have been subject to a national fiscal dis-
cipline rule to constrain budgets. From 1999 to 2000 all municipalities were subjected
to the domestic stability pact (DSP hereafter), whereas from 2001 to 2012 only muni-
cipalities with a population higher than 5,000 inhabitants were affected. The effects of
the DSP are checked by including a dummy variable that assumes value one when the
municipality is subjected to the DSP, and zero otherwise.

Table 1 displays the summary statistics for both the dependent and the aforemen-
tioned control variables.

8Italian municipal elections do not suffer from endogeneity problems because the election date is fixed
by national law.

9Data on politicians’ educations are extracted from a database on locally elected administrators
provided by the Italian Ministry of Internal Affairs.
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Table 1: Summary statistics

Variable Obs Mean Std. Dev. Min Max
currexp speed 2706 0.786 0.063 0.290 0.968
capexp speed 2706 0.177 0.175 0.000 1.000
tpexp speed 2706 0.827 0.191 0.010 1.000
totexp speed 2706 0.601 0.150 0.042 0.905
pop (log) 2706 7.889 1.195 4.787 11.533
dens 2706 180.853 253.271 3.962 1888.229
young 2706 12.940 1.879 4.850 18.930
elderly 2706 23.689 4.763 11.390 43.780
income (log) 2706 9.003 0.210 8.309 9.611
DSP 2706 0.382 0.486 0.000 1.000
majority size 2706 60.415 12.761 32.100 100.000
left-wing 2706 0.261 0.439 0.000 1.000
education 2706 0.456 0.498 0.000 1.000
election year 2706 0.191 0.393 0.000 1.000

3 Models and estimation methodology
A general empirical specification for investigating the presence of spatial dependence
in municipal spending efficiency is the dynamic general nesting spatial (GNS) model
(Elhorst, 2014; Yesilyurt and Elhorst, 2017) illustrated in equation (1).

GNS : yt =δyt−1 + ρWyt + ηWyt−1 +Xtβ +WXtφ+ f + τt + c+ εt

εt = λWεt + υit υ ∼
(
0, ρ2εIN)

(1)

The dependent variable yt is a N × 1 vector containing the indicator of the speed of
payments in the i-th municipality (for i = 1, ..., N ) at time period t (for t = 1, ..., T ).
Since the pattern of government efficiency may depend on the past, the first order lag of
the dependent variable yt−1 is included on the right-side of (1).

Spatial interdependence among neighboring municipalities is described by the N ×
N spatial weight matrix W . Adopting the spatial weight matrix with the geographical
distance has the advantage of making W exogenous, permitting the identification of the
spatial process.10 If only first order neighbors are included in the spatial weight matrix,
element wij assumes value 1 for i 6= j when the j-th municipality shares a border with
the i-th municipality, and 0 otherwise. The diagonal elements of the first order binary
contiguity matrix are zero, that is, wij = 0 when i = j (Anselin, 1988). In the empirical
analysis, the first (W1) and the second (W2) order contiguity matrix are considered.11

Alternative distance measures are used to better identify the geographical neighbor-
hood. Accordingly, use is made of a spatial weight matrixWd<20km with elements based

10Corrado and Fingleton (2012) suggest alternative specifications of W based on economic distance.
However, the main concern with this kind of matrix specification is its endogeneity, which undermines
the identification process (Vega and Elhorst, 2015).

11The W2 matrix includes the first order contiguous neighbors and neighbors that share a border with
them.

6



on kilometers (km) distance from the centroid of the i-th municipality to the centroid
of the j-th municipality. If the distance between the two centroids is less than or equal
to 20 km, the weight assigned is one, and zero otherwise. The diagonal elements of
Wd<20km are zero. Finally, the spatial matrix Wk with k -nearest neighbours weights is
employed, where k is a positive integer set equal to 4, 6 and 8 as in other empirical
studies (Bocci et al., 2017). The off-diagonal elements of Wk are set 1 for the k closest
spatial units to the i-th municipality and zero otherwise. The diagonal elements of Wk

are zero.
The coefficient ρ associated with Wyt measures the strength of spatial dependence

in the municipal speed of payments at time t, suggesting the presence of strategic com-
plementarities when its sign is positive and substitution effects when its sign is negative.

The one-period lag in the spatially dependent variable (Wyt−1) is also included in
the GNS model, as well as the 1 × K vector X of control variables and the spatially
lagged explanatory variables (WX). Fixed-effects (f ) are added in order to control for
the omission of unobserved heterogeneity of municipalities and year dummies to check
for common shocks across them. A constant term c and spatially autocorrelated errors
εt are included in the GNS model with υ independently and identically distributed with
zero mean and constant variance.12.

A drawback of the dynamic GNS model is that the inclusion of WX prevents the
identification of the interaction effects in the dependent variable and the error terms
(Anselin et al., 2008; Elhorst, 2014). Therefore, the removal of one of the two spatial
interaction effects is necessary whenWX is included in the empirical model for achiev-
ing the goal of identification. This also leads to obtaining other spatial specifications. In
particular, the removal of errors spatially distributed (λ = 0) transforms the GNS model
into a dynamic spatial Durbin model (SDM), whereas the absence of the interaction ef-
fects in the dependent variable (ρ = η = 0) transforms it into a dynamic spatial Durbin
error model (SDEM), as shown by (2) and (3).

SDM : yt =δyt−1 + ρWyt + ηWyt−1 +Xtβ +WXtφ+ f + τt + c+ εt

ε ∼
(
0, ρ2εIN)

(2)

SDEM : yt =δyt−1 +Xtβ +WXtφ+ f + τt + c+ εt εt = λWεt + υt

υ ∼
(
0, ρ2εIN)

(3)

The two Durbin spatial nested-models involve spatial spillovers occurring when the
outcome of the i-th jurisdiction is affected by the characteristics and/or actions of the j-
th jurisdiction neighbor to i. However, the nature of spillovers differs among them. The

12If the rows of the spatial weight matrix are standardized, the parameters ρ and λ are defined between
1/wmin and 1, where wmin is the smallest eigenvalue of the W matrix (LeSage, 2008; Elhorst, 2010).
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SDEM implies local spillovers, involving only jurisdiction i and neighbors of j. The
SDM involves global spillovers among the i-th jurisdiction and neighbors of neighbors
of neighbors (and so on) of j (LeSage and Pace, 2009).

Two further spatial model specifications can be easily derived from the SDM and the
SDEM by assuming φ=0. In particular, the dynamic SDM is transformed in the dynamic
spatial autoregressive (SAR) model displayed in (4), whereas the dynamic SDEM turns
into the dynamic spatial error model (SEM) illustrated in (5). One advantage of the
SDM with respect to the other spatial regression specifications is that the parameter es-
timates are consistent, though inefficient, when errors are spatially dependent (LeSage
and Pace, 2009) and the true-data generation process coincides with the SAR and the
SEM (Elhorst, 2010). A further advantage of the SDM is that it does not impose prior
restrictions on the magnitude of the spatial effects, representing a specification to invest-
igate spatial dependence more attractive than other model specification (Elhorst, 2010).

SAR : yt = δyt−1 + ρWyt + ηWyt−1 +Xtβ + f + τt + c+ εt ε ∼
(
0, ρ2εIN) (4)

SEM : yt = δyt−1 +Xtβ + f + τt + c+ εt εt = λWεt + υt υ ∼
(
0, ρ2εIN) (5)

Since the direct interpretation of the estimated coefficients of spatial regression mod-
els is not always possible, spatial direct and indirect effects should be considered. In a
standard linear regression model yi = β

∑k
r=1 xi,r + εi, the direct effects coincide with

the parameter βr due to changes in the r-th explanatory variable of jurisdiction i on
outcome yi as follows: ∂yi/∂xir. The indirect effects produced on yi by changes in the
characteristics of neighbor j is given by ∂yi/∂xjr = 0 for j 6= i and ∀ r (LeSage, 2008).

The (in)direct effects differ among spatial econometric models (Elhorst, 2010). Con-
sidering, for simplicity, their static versions, the (in)direct effects of the SDM are given
by the (off-)diagonal elements of (I − ρW )−1(βk + Wφk). The (in)direct effects of
the static SAR model correspond to the (off-)diagonal elements of (I − ρW )−1βk. The
coefficients β and φ of the SDEM specification can be directly interpreted as direct and
indirect effects, respectively. The SEM has the same effects as the linear regression
model (Elhorst and Vega, 2013). The summation of direct and indirect effects determ-
ines the total effects.13

The inclusion of Wy makes the ordinary least squares (OLS) estimator inconsistent
(Cliff and Ord, 1973; Anselin, 1988). Thus, other methods, such as the maximum likeli-
hood (ML) and the quasi-ML (QML) estimator, can be used to estimate the spatial panel
data models (Yu et al., 2008; Lee and Yu, 2010b). The ML estimator provides consistent

13The average value is calculated across all jurisdictions for indirect, direct and total effects and used
as a summary indicator for the interpretation of estimation results (LeSage and Pace, 2009; Golgher and
Voss, 2016).
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and efficient estimates only when the errors are normally distributed and homoscedastic.
In the presence of non-normal heteroscedastic errors, the QML can be used to cater for
these problems. The two estimators have common drawbacks. They provide consist-
ent estimates only if the estimated spatial econometric model is the true data-generating
process (Lee, 2004). Thus, the model selection is crucial when the ML-based estimators
are used, since the wrong specification makes them inconsistent. Moreover, they do not
rely on endogenous variables.

The instrumental variables (IVs) estimator can be used to address endogeneity prob-
lems. It also remains consistent with non-normal heteroscedastic errors and even in the
presence of spatial auto-correlated shocks among jurisdictions (Anselin, 1988; Kelejian
and Prucha, 1998). One disadvantage is that estimated coefficients ρ and λ may be
outside parameters space. Moreover, the traditional instruments based on neighbors’
characteristics Wx (Kelejian and Prucha, 1998) used for the spatially lagged depend-
ent variable could be invalid or almost weak. Gibbons and Overman (2012) have made
some criticisms about identification problems raised by using neighbors’ characteristics
as instruments. Indeed, if the exclusion of Wx from spatial econometric models is in-
valid, it and its higher order lags (W 2x, W 3x, etc.) are unsuitable instruments for the
identification of the causal effect of Wy on y in a spatial instrumental variable setting.
By contrast, if the exclusion restrictions are valid and W is known, Wx could be a set
of weak instruments for the identification of the causal parameter ρ because they are
highly correlated with each other. In this circumstance, Gibbons and Overman (2012)
suggest the use of instruments based on institutional changes that provide exogenous
variations useful for the identification of the causal effect in a spatial IV context.

4 Models selection
Identification problems occur because of the difficulty in distinguishing among differ-
ent spatial econometric models, incurring erroneous economic interpretations of spatial
effects (Gibbons and Overman, 2012). LeSage (2014) argues that practitioners can se-
lect between the SDM or the SDEM specification by providing convincing theoretical
argumentations in favor of local or global spillovers. However, Gibbons and Overman
(2012) are rather skeptical about using only theoretical motivations to selecting the true
data-generating process. They encourage researchers to consider exogenous institu-
tional changes as “natural experiments" with which to identify causal effects in spatial
models.

Elhorst (2010) suggests adoption of the (robust) Lagrangian Multiplier (LM) test
(Anselin, 1988; Anselin et al., 1996) as well as additional test procedures to select
among alternative spatial specifications. More recently, LeSage (2014, 2015) has en-
couraged the adoption of a Bayesian approach of model uncertainty to select spatial
models with different definitions of the neighborhood. One advantage in using this
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approach is that it enables practitioners to focus only on the SDM and the SDEM spe-
cification because other specifications can be easily derived from them (LeSage, 2015).

The Bayesian approach is used to select both spatial models and distance-based spa-
tial weight matrices as made by other ones (Yesilyurt and Elhorst, 2017; Costa da Silva
et al., 2017). Table 2 displays the values of both the log marginal likelihood (divided by
1,000) and the Bayesian posterior-model probabilities for the static spatial panel data
models (φ = η = 0) with different definitions of W .14 Comparing the probabilities
of all 24 combinations,15 it results that the SAR model with Wd<20km shows the largest
posterior-probabilities for the speed of payments of current and capital component of ex-
penditure. It is noteworthy that the SAR model is only slightly superior to the SEM for
capexp speed since the posterior-probabilities and the log marginal values of both spa-
tial models are close to each other. Clear-cut indications are provided by the Bayesian
posterior model probability for the other two indicators of the municipal spending effi-
ciency. Indeed, it points to the SDM with Wd < 20km matrix for totexp speed and to
the SAR model with Wk=6 matrix for tpexp speed.

A similar picture is shown in Table 3 by comparing the Bayesian posterior prob-
abilities of the dynamic spatial panel data models with different distance-based spatial
weight matrices. One remarkable difference is observed for tptexp speed. For this in-
dicator, the Bayesian testing procedure points to the dynamic SAR panel data model
with no clear indications on which geographical distance to select for the spatial weight
matrix. In fact, the posterior-probabilities and the log-marginal likelihood values of the
dynamic SAR model performed with Wk=6 and Wd<20km matrix are close to each other,
making the matrix selection for this kind of spatial model difficult.

5 Results
The static specification with φ = η = 0 is estimated because the log marginal values
in Table 2 are higher than those in Table 3, suggesting a better performance of the
static specification compared with the dynamic one. The estimates set out in Table 4
are performed with the QLM estimator with data transformation proposed by Lee and
Yu (2010a) to eliminate fixed individual effects from the spatial model.16 Indeed, the
variance parameter estimated with the direct approach, not transforming data according
to Lee and Yu’s method, is inconsistent when T is small, whereas the coefficients of the
spatial and control variables estimated remain consistent with small T and large N (Lee
and Yu, 2010a).

14The Matlab code developed by Yesilyurt and Elhorst (2017) is rearranged for this purpose. Their
code is available at: https://spatial-panels.com/software/.

15The probabilities are normalized so that the sum of the probabilities of all 24 combinations is 1. This
can be easily verified by summing the probabilities displayed in the column “Raw tot”.

16The Stata command xsmle realized by Belotti et al. (2017) is used to perform the QLM estimates.
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The static SDM is estimated with regard to totexp speed, whereas the static SAR
model is estimated for the remaining indicators of spending efficiency. The panel data
regressions are performed with Wd < 20km matrix, except for tpexp speed, of which
W is based on 6 nearest neighbors.

The estimation results displayed in Table 4 show that the spatial parameter ρ is
statistically significant at 1% level, indicating that a municipality interacts significantly
with its geographical neighbors in terms of spending efficiency by mimicking neigh-
bors’ speed of payments. Municipalities are also more inclined to mimic the efficiency
of neighboring municipalities in the payments of current and total expenditure. In this
regard, it should be noted that ρ is twice as large in the estimates with the speed of cur-
rent and total outlays (see columns 1 and 13) compared to the estimates with the speed
of capital outlays and the speed of payments to third-parties (see columns 5 and 9). The
higher reaction to neighbors’ changes in the speed of current payments may be due to
the rigidity of certain components of current expenditure that could inflate the spatial
effect. Indeed, the speed with which the salaries of public employees are paid is on
average high and similar among municipalities. On the other hand, public investment
decisions are subject to greater uncertainty about the time and the costs of public works
which could result in less intense spatial correlation in spending efficiency.

The estimates also show that population size significantly affects the indicators of
municipal spending efficiency, except for the speed of capital outlays, increasing gov-
ernment inefficiency due to congestion effects. However, when the territories of neigh-
boring jurisdictions are densely populated, municipal efficiency improves significantly
(see column 14). Also the demographic structure of population impacts significantly
on the municipal spending efficiency, especially on tpexp speed and totexp speed. A
one percentage point increase of elderly in the municipal area reduces tpexp speed by
0.008 percentage points in that area. The direct effect on tpexp speed is of small mag-
nitude and weakly significant at 10% level. The elderly variable produces both direct
and indirect effects on totexp speed but of opposite signs.

Further significant determinants of municipal spending efficiency are income and
the DSP. The richer is the municipal area and its surroundings, the higher is the mu-
nicipal speed of payments except for the speed of current outlays, which is not signi-
ficantly affected by income. The adoption of the DSP produces negative direct and
indirect effects on both capexp speed and tpexp speed, significant at 1% level. The
negative effects suggest that the municipality and its neighborhood reduce the annual
growth of public spending for complying with fiscal rule dispositions by slowing down
the speed of capital outlays and payments with which they pay third-parties.

On the side of political determinants, all indicators of spending efficiency respond
significantly to the electoral cycle, suggesting the presence of opportunistic behavior
by the incumbent politician, who signals to voters a better budget performance dur-
ing the election year in order to capture more voter consensus for re-election in office.
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capexp speed increases by about 0.001 percentage points in the municipal area and
its surroundings after a one percentage point increases in majority size, confirming the
hypothesis that mayors supported by larger voter consensus implement fiscal policies
efficiently. Left-wing coalition produces positive direct and indirect effects on capexp
speed, where the direct effects (0.024) prevail in terms of magnitude to the spillover
effects (0.007). However, the effect of leftist ideology is contrary to sign expectations
based on the conjecture that left parties are more inclined to soften budget constraints
in order to offer a wider range of public services, undermining the municipal efficiency.
totexp speed is negatively correlated with majority size and education mainly through
neighboring effects, contradicting the sign expectations.

Table 5 displays the QLM estimation results with both time and fixed individual ef-
fects included among the regressors. These estimates are performed using the direct ap-
proach that yields consistent QLM estimates for the coefficients of the spatial regressors
and the control variables when both effects are introduced in the spatial models and N
is large (Lee and Yu, 2010a). However, the coefficients estimated with this approach
are biased because they are not properly centered (Lee and Yu, 2010a). Hence caution
is necessary in comparing the parameters estimated with this approach with those es-
timated with the transformation approach used in the estimates displayed in Table 4.
Keeping this caveat in mind, Table 5 shows that ρ remains statistically significant for
each indicator of spending efficiency. However, its magnitude is smaller than that of the
estimates in Table 4, especially for capexp speed and totexp speed. It is noteworthy
that the speed of municipal payments remains particularly sensitive to electoral periods
but less responsive to the adoption of fiscal rules and changes in disposable income.

6 Conclusions
The impact of spatial effects on local government efficiency has to date been neglected
in the literature, although it is a fruitful area of research. In this respect, both know-
ledge diffusion and yardstick competition could be the main causes of spatial effects
on local governments’ efficiency. Indeed, local governments adopt innovative adminis-
trative practices developed in neighboring jurisdictions, resulting in a similar pattern of
productivity costs efficiency. Citizens can use the production efficiency of neighboring
jurisdictions as a benchmark with which to evaluate the fiscal performance of their in-
cumbent politicians. This induces the incumbents to align their performance with that
of their neighbors, creating spatial interdependences in local government efficiency.

This study has empirically explored spatial patterns in the spending efficiency of
local governments on a sample of Italian municipalities. The estimation results, ob-
tained with spatial econometric techniques, show a significant presence of spatial inter-
dependences in the speed of payments used to measure municipal spending efficiency.
The speed of current and total outlays reveals a greater magnitude of spatial patterns

12



with respect to both the speed of capital outlays and the speed of payments to third-
parties. The results of the empirical analysis suggest that municipalities mimic not only
the levels of public expenditure, as shown by past empirical studies, but also the speed
with which it is made.

13
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