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Abstract

It is well known that the broad concept of localisation has two connotations, namely, regional
specialisation and industrial concentration. The main purpose of this paper is to introduce
an entropy index of overall localisation suitable to conceptualise specialisation and concen-
tration as the two sides of the same medal in a nested geographical perspective. The system
of dissimilarity entropy measures is potentially applicable to the assessment of the spatial
distribution of several economic phenomena when a twofold geographical level of analysis is
considered. In the specific case, the decomposition provides an accurate method to quantify

the cross-country divergence in localisation from the agglomeration within countries.

JEL Class.: (43, L16, O18, R12
Keywords: Localisation, Concentration, Specialisation, Dissimilar-
ity entropy index, Within-between country decomposi-

tion

Indirizzo: Dipartimento di Economia, Universita Politecnica
delle Marche, Piazzale Martelli 8, 60121, Ancona,

e.cutriniQunivpm.it






The Balassa Index Meets the Dissimilarity Theil
Index: a Decomposition Methodology for Loca-

tion Studies®

FEleonora Cutring

Introduction

In the last decades the pattern of change in the territorial distribution of economic activities
has become a prominent topic in the political debate and in the academic research since
the increasing international integration is deemed to engender agglomeration of economic
activities and rising specialisation of national and regional economies.

The development of region-based empirical studies has been hindered until recent years not
only because of the shortage of regional data but also for the lack of a methodology able to dis-
entangle the geographical clustering internal to countries from cross-country location patterns
as claimed by Combes e Overman (2004). So far the different basic unit of analysis (region
or country), the different geographical benchmarks (country or Europe as a whole), and the
different measures (absolute or relative) have been the main variations on the methodology
adopted to measure specialisation and concentration. Economists have continued to assess
the location patterns mainly at a single geographical level despite the coexistence of different
institutional levels calls for rigorous methodologies to analyse structural changes at different
spatial scales, simultaneously. Evaluating if the coalescence of economic activities is occurring
mostly within countries or instead at wider spatial distances helps understanding how and
to what extent each supranational, national or regional policy makers has to be involved in
designing appropriate policies.

As for the geographic concentration side, some recent developments have been done in this

*I am grateful to Eckhardt Bode, Laura De Dominicis, Riccardo Lucchetti, Massimo Tamberi and the
participants of the International Workshop on Spatial Econometrics and Statistics held in Rome (25-27 May
2006) for their useful comments and suggestions on earlier drafts. The usual disclaimers apply.



direction. Briilhart e Traeger (2005) presented a nested analysis exploiting the decomposabil-
ity of entropy measures across geographic subgroups for Europe, while Marcon e Puech (2003)
introduced distance-based methods and provided descriptions of the spatial distribution of
French manufacturing firms at different geographic scales.

Besides, the empirical evidence was provided focusing either on specialisation or on con-
centration trends with a limited number of works looking at both the two sides of localisation
in a rigorous analytical framework. The adoption of absolute entropy measures helps Aiginger
e Davies (2004) in giving support of the opposing trends in specialization of countries (increas-
ing) and in concentration of industries (decreasing) in Europe. Although, results are strongly
affected by the methodology used, and Aiginger e Davies (2004) show that the expected iden-
tity arise when unweighed relative measures are aggregated. Assessing the changing spatial
distribution across the United States, Mulligan e Schmidt (2005) show that, adopting the rel-
ative mean deviation (or Krugman index) to measure specialisation and concentration, it is
possible to define an unweighted aggregate localisation index. Recently, a general methodol-
ogy for the construction of polarisation measures which assess concentration and specialisation
simultaneously is presented in Bickenbach e Bode (2006).

Yet, an integrated analysis of overall localisation -with concentration on one side and spe-
cialisation on the other side- combined with the adoption of a twofold geographical perspective
is still a novelty in the literature.

More specifically, the present work goes beyond the existing literature in two respects.
First, by computing the dissimilarity entropy index to assess relative specialisation it is possi-
ble to define a region-based specialisation measure for each country relative to a supranational
benchmark which is decomposable by an inner specialisation component- a weighed average
of regional specialisation indices relative to the reference country- and a country bias. Sec-
ondly, the overall localisation index introduced here allows to conceptualise specialisation and
concentration as the two specular sides of the same concept. The aggregate identity between
the two sides of localisation is complemented by the twofold geographical decomposition (into
between country and within country components) underpinning the entire work.

The remainder of the paper is organized as follows. Section 1 reviews the commonly
used indicators to assess specialisation and concentration with a specific focus on entropy

measures. Section 2 introduces the relative measures of concentration and specialisation are



derived from the original dissimilarity Theil index. Section 3 presents the main method-
ological contribution: the identity between relative concentration and relative specialisation
and its geographical decomposition. Finally, section 4 gives some conclusions and further

developments.

1 From absolute to relative measures of localisation

Traditionally, the most frequently used absolute indices in regional studies have been the Gini
coefficient, the Herfindhal index (used in Sapir (1996), Aiginger e Pfaffermayr (2004)) and
the entropy index (used Aiginger e Pfaffermayr (2004), Aiginger e Davies (2004)). One of
the main drawback in the use of the Gini is that it places higher importance on changes in
the middle parts of the distribution (See Cowell (1995)). Besides, although the Herfindhal
measure makes use of all the information, it turns out to be heavily influenced by the largest
shares. The use of entropy indices, which allows to account for minimal distributional changes,
stems also in their desirable decomposition properties into subgroups.

Entropy indices have become customary to evaluate income distribution! while they have
been less used in the analysis of the spatial distribution of economic activities.

Their recent application to industrial location across countries and regions has been mainly
based on the generalised entropy measures. Therefore, entropy indices have hitherto been
adopted mainly in the Shannon’s basic form that can be traced back to the early contri-
butions of information theory (Shannon e Weaver (1949)) (Aiginger e Pfaffermayr (2004),
Aiginger e Davies (2004)). Even when they are normalized (Troutt e Acar (2005)), they can
only be referred to as absolute concentration indices measuring the distance between the ge-
ographical spreading of a specific economic activity and the theoretical uniform distribution
across spatial units, without taking into account that the sectoral localisation could be simply
the result of a localised manufacturing sector. Relative concentration indices are corrected for
the overall spatial distribution of the aggregate activity. In other words, they gauge the extent
to which the distribution across spatial units of a specific sector departs from the regional

distribution of aggregate manufacturing. Briilhart e Traeger (2005) proposed weighted gen-

In the inequality literature the individual is taken as basic unit of analysis and the country represents the
reference meso-level to disentangle the two components of the overall world income inequality (Sala-I-Martin
(2002)). Instead, in regional studies per capita income inequality across geographical units has been assessed
relying on a hierarchical spatial structure (country-region-province levels) (Akita (2000)).



eralised entropy indices which turn out to be conceptualised as dissimilarity measures. The
use of the dissimilarity Theil index (Theil (1967), Maasoumi (1993)) (the discrete observable
analogue of the Kullback-Leibler divergence in probability theory) to assess relative concen-
tration is subject to a straightforward economic interpretation. Indeed, splitting the overall
relative concentration into its different components allows to disentangle the contribution of
national borders in defining comparative advantages from the magnitude of internal regional
agglomeration which may be the result of external economies or intra-firm increasing returns
to scale.

Shannon’s entropy (Shannon e Weaver (1949)) is an inverse measure of absolute concen-
tration, the higher the entropy the lower the degree of concentration and viceversa (see the

Appendix for details on the notation used throughout the paper).

By = = (su0) In(s) (1)

=1

Specularly, absolute specialisation is defined as:

n

E; == (vir) In(viy,) (2)

k=1

The normalised Shannon index, a deviation of the observed entropy from the uniform
distribution (maximum entropy) (used in Aiginger e Pfaffermayr (2004) and Aiginger e Davies
(2004) among others), is defined as follows:

Cry = In(m) + f: Sir In(six) (3)

i=1
A different measure of normalised entropy can be constructed as follows (Troutt e Acar

(2005)):

Cro = —(In(m))~" il 556 10 (55) (@)

Although the territorial implications of industry-specific shock are best assessed by looking
at absolute measures, relative indices are more appropriate to capture the degree of locali-
sation of industries and the level of specialisation of countries and regions. While the set of

absolute indices drawn on the merely statistical meaning of concentration, their benchmark



being independent from the aggregate employment pattern, relative measures are subject to
a more straightforward economic interpretation since they can be envisaged as dissimilarity
indicators strictly connected to the concept of comparative advantage. Relative measures are
indeed frequently based on the Hoover-Balassa index. Traditionally, in many country-based
empirical studies the most commonly used index for measuring relative concentration and rel-
ative specialisation has been the Gini location quotient based on the Hoover-Balassa Index?
(Kim (1995), Amiti (1999), Haaland et al. (1999), Briilhart e Torstensson (1996), Briilhart
(1998), Briilhart (2001)).

Besides, relative specialisation based on the Manhattan distance (used in Krugman (1991),
Hallet (2000), Midelfart et al. (2004), Mulligan e Schmidt (2005) among others) view each
of the relationship between the numerator and the denominator of the Balassa index as a
difference instead of a ratio, and then it is obtained summing these differences across all
sectors in the case of specialisation (equation 5) and across all the regions in the case of

concentration (equation 7).

n

RS; = abs(viy — vg) (5)
k=1

Where v, = % The index RS; ranges from 0 (nil relative specialisation with
k Lajti Vi
respect to the rest of the EU) to 2 (maximum relative specialisation)?.
Analogously, a relative concentration based on the Manhattan distance can be easily

derived:

m

RCy, = abs(siy, — sk) (7)

i=1
A different relative entropy measure based on location quotient have been proposed to mea-
sure specialisation (equation 8) and concentration (equation 9) at the country level (Aiginger

e Davies (2004)):

2A different version of the location Gini coefficient is used in Midelfart et al. (2004) which is based on the
ratios T—<=#—— instead of the usual Balassa indices.
ik

3Thg no;nalised version
1 n
RS; = 3 ,;_1 abs(vik, — Vi) (6)

ranges from o to 1.



k=1

i=1
The Theil index was instead adopted by Briilhart e Traeger (2005) as a weighted version

of the generalised entropy measure to assess relative concentration:

m T

Tk = Z Z Sijk ln(

i=1j=1

S

) (10)

The partition properties of relative entropy measures have been exploited to study the
spatial concentration of economic activities (Briilhart e Traeger (2005), Mori et al. (2005))
but the literature lacks a methodology for dealing with specialisation at different geograph-
ical levels. Instead, the aggregation properties of relative entropy indices have been already
explored by Aiginger e Davies (2004) and Mulligan e Schmidt (2005). Mulligan e Schmidt
(2005) provided numerical examples on the identity between specialisation and concentration
through the use of the measures defined in equation 5 and 7 while Aiginger e Davies (2004)
found the identity between relative specialisation and relative concentration when they rely
on the unweighted aggregation of the relative measures defined in equation 8 and 9.

The contribution of this work is therefore twofold and addresses two methodological issues.
Firstly, the dissimilarity Theil index is used to evaluate relative specialisation at different geo-
graphical levels. Secondly, an aggregation of weighted relative entropy measures is introduced
to derive an overall localisation index which is decomposed into between and within country

components.



2 Dissimilarity Theil indices of concentration and spe-
cialisation: basic definitions

The information content of an indirect message, as defined in the information theory, provided
economists with a particularly valuable tool once it was introduced into economics (Theil

(1967)). The expected information of an indirect message? is:

qi
Tin =S ailn()) (11)
i=1 i

The entropy index in the general form of indirect message is interpretable as a dissimilarity
index and it can be used to assess the divergence between two distributions. It may be
considered only as a ‘distance index’ (Maasoumi (1993)), as it does not satisfy some properties
necessary to be defined as a proper metric®.

The dissimilarity version of the Theil index is particularly useful for the study of the
spreading of comparative advantages across space. It may be used in two different versions:
as a measure of relative concentration, and as a measure of relative specialisation.

The relative concentration index used in Briilhart e Traeger (2005) (equation 10 can be
obtained by substituting s; 5, for ¢; and s;; for p; in equation 11. Similarly, the two geographical
components of each concentration index are obtained (See the appendix for details on the
decomposition).

Turning the attention to the specialisation side of localisation, it is possible to compute
several measures varying the basic unit of analysis and /or the territorial benchmarks®. Clearly,

the choice of the b asic unit and the benchmark depends upon the purpose of the analysis.

4The indirect message is a generalisation of the direct message. In the latter case, the rationale of the
message is noticing that one of the events has actually occurred while in the former case the message modify
the probabilities of each event of the distribution to take place. p; represents the ez-ante probability and g;
corresponds to the ex-post probability that the event ¢ will occur. The direct message index may be categorised
as a dissimilarity index between the actual distribution and the theoretic uniform distribution.

5A metrics or a distance function, defined on X*X (X is a not empty set), with z,y,z C X, satisfies the
following axiomatic principles :
1d(z,y) > 0;
2)d($, y) = d(y> :L‘);
3)If d(z,y) = 0 then © = y;
4) d(z,y) + d(y,z) > d(z,z). The dissimilarity Theil index satisfies only the principle 1) which says that
the distance should be a positive real number, and the principle 3) which states that the minimum distance
should be 0.

6The superscripts of relative specialisation measures indicate the benchmark distribution: c¢ is country, °
is the supranational geographical unit.



If one is interested in assessing the divergence between the regional manufacturing allocation
among sectors and the country structure, one has to rely on the regional specialisation index
relative to the reference country which is obtained by substituting v;; for p; and v;;;, for ¢; in

equation 11:

TS =Y vir In(By) (12)
k=1

Similarly, if one aims at evaluating the dissimilarity between the allocation across sectors
of one region compared to a supranational geographical unit (Europe, USA, world), one has

to refer to the following index:

T;;. = v In(BI,) (13)
k=1

Finally, if one substitute vy for p; and v, for ¢; in equation 11 a measure of the distance
between the sectoral composition at the country level and the manufacturing structure of the

wider territorial benchmark can be derived:

T, =Y v In(Biy) (14)
k=1

It T; takes the value 0, then region j located in country i has a manufacturing structure
which is identical to the European average. Similarly, if 7)% = 0 then the manufacturing
distribution across sectors of region j located in country ¢ mirrors the manufacturing structure
of country 7. Similarly, if 7, = 0 then the manufacturing distribution of country i matches the
EU distribution across sectors. The higher the index, the more the regional manufacturing
structure is dissimilar from the wider geographical unit choosen as a benchmark.

Relative measures are frequently based on the Balassa index. In this setting the dissimi-
larity Theil index is a weighted sum of the log of the Balassa indices. A noteworthy advantage
in the use of the logarithmic transformation is that it allows to deal with the skewness in the
original distribution of the Balassa indices”. Besides, thanks to its partition properties, the
distinction between the evolution of the country comparative advantages and the one of the

internal regional localisation turns out to be technically feasible for each sector.

"For a detailed analysis of the properties of the Balassa indices of revealed comparative advantage, see
de Benedictis e Tamberi (2004).



While in concentration studies two-levels geographical decomposition are emerging (Briilhart
e Traeger (2005), Mori et al. (2005)), the literature produced so far lacks of a rigorous method-
ology to disentangle specialisation at regional and national levels (Combes e Overman (2004)).
Such a tool would be useful for a better understanding of the European patterns of special-
isation and to investigate the mixed trend in regional specialisation which varies with geo-
graphical scale. To fill this gap, a way of condensing into a single index of specialisation two
descriptive levels (regions and countries) is presented. When the dissimilarity logic is adopted,
the country specialisation relative to a supranational unit (7} ) can be envisaged as a residual
of the averaged regional specialisation relative to the same benchmark, once the divergence of
the regional manufacturing structures with reference to the country has been accounted for.

Adopting a regional standpoint, the country specialisation is best defined as the averaged
regional specialisation indices relative to supranational unit (aRS;) and it turns out to be
constituted by two elements: an inner country component (aRS{), which accounts for the
internal regional specialisation with respect to the country, and the country bias, in other

words the country specialisation relative to the whole area (T} ). The following relation holds:

aRS; = aRS+ T, (15)
where:
aRS; =Y TZSZ‘] (16)
j=1
and
aRS; = 3T, (17)
j=1

o

In this setting, each country relative specialisation to the supranational unit (7} ) is simply
the difference between the two country-based averaged regional specialisation measures:
ri
T, =3 (T; = T5)s; (18)
j=1
To conclude, the weighted average of regional specialisation indices of each country relative

to the supranational unit (aRS; ) is decomposable into a within country component of regional



specialisation (aRS¢) and a ‘between country’ component (7} ).

3 Overall localisation: concentration and specialisation
as the two sides of the same medal

In addressing regional specialisation (paragraph 2), I looked at the structural diversity be-
tween the region and the country (77;) or the dissimilarity between the region and the wider

o

territorial benchmark (7};). Similarly, the geographical decomposition of relative entropy

]
measures allows to assess the spatial distribution of one industry compared to that of all
industries combined, at two geographical level of analysis (Briilhart e Traeger (2005)).

Although, if one aims at evaluating the entire distribution of economic activities across
regions and sectors it is better to refer to aggregate measure of localisation.

Intuitively, specialisation and concentration should be strictly connected. Statistically,

the relationship between the two dimensions of localisation depends on the nature of the
local indices adopted. If one relies on relative measures, the reason why the identity at the
aggregate level should always apply is that in the construction of each relative measures the
researcher makes use of the information of the entire matrix where the rows refer to sectors
and the columns refer to countries®. Instead, absolute measures are constructed through the
use of the limited information provided by each row (column) of a matrix. In this case the
only benchmark is the theoretical uniform distribution of each row (column) with any con-
nection with the rest of the matrix distribution. As a matter of fact, in the literature, the
expected identity has been found only when unweighted relative entropy measures (Aiginger
e Davies (2004)) or the commonly used relative mean deviation (Mulligan e Schmidt (2005))
were adopted.
In the present contribution the recognition of the aggregate identity between the two sides
of localisation is complemented by a twofold geographical scale perspective. The analyti-
cal framework presented allows to consider concentration and specialisation as the specular
manifestations of the same concept, both across and within countries.

Overall localisation is assessed through a condensed dissimilarity index in which the log

8Specialisation is observed by reading down each column, whilst concentration is computed along each
row.

10



of Balassa indices are weighted by sectoral regional shares of the aggregate manufacturing
(U:jk):

n m T
L=2%.2. 2> viun(Bi) (19)
k=1i=1 j=1
Since Vi = UkSijk = SijVijk

it is possible to rewrite the average dissimilarity measure (L) as follows:

T T

SijVik In(B) Z Z Vg Sijk In(Bjj),) (20)

1i=1j=1

L:gi

1:=1j5=1
Substituting equations 13 and 37 into equation 20 we derive a first intuition of the twofold

interpretation of the total averaged dissimilarity index:

L=10(8) =¢(C) (21)

where S is the matrix of the sectoral contributions to specialisation relative to the supra-
national economy (v;;, In(B5;)) and C is the matrix of regional contributions to relative
concentration (si;x In(Bj5;)).

Equation 21 refers to the twofold connotation of the concept of localisation. From the spe-
cialisation point of view, the aggregation gives an idea of the average dissimilarity between
the regional distribution across sectors and the manufacturing structure of the supranational
economy selected as benchmark. Similarly, from a concentration standpoint, the compos-
ite measure of localisation informs about the average dissimilarity between the distribution
across geographical units of sectors and the location across geographical units of overall man-
ufacturing. As a matter of fact, typical dissimilarity is a summary statistics of both relative
specialisation indices and relative concentration ones, weighted by regional shares (s;;) and

sectoral shares (vg) of aggregate manufacturing of the whole area, respectively:

L=>>sT,;=> uT (22)
k=1

i=1j=1

11



4 Decomposing overall localisation

The entropy measure of overall localisation introduced in the previous paragraph meets several
baseline principles outlined by Combes e Overman (2004) as ‘the perfect measure’ require-

ments:

e [t is comparable across industrial sectors;
e [t comparable across spatial units and scales;

e It specifies an unambiguous and meaningful null hypothesis of no localisation (when the

index has a nil value);

e It is suitable for statistical testing (bootstrap).

Although it is biased by the modifiable areal unit problem and the checkerboard problem
(Arbia (1989)), it is endowed with a set of desirable decomposition properties by geographical
subgroups.

The decomposition of the overall dissimilarity index is obtained by means of the relation

between the location quotients used so far. Since the following relation holds:

Then localisation index defined in equation 19 becomes:

Ti

i i > Vi (B Bir) (24)

k=1i=1 j=1

Z Z ’U;kjk hl( :]k) = Z Z Z vzgk ln ij Z Z Uik hl ) (25)
k=11i=1j=1 k=11i=1 j=1 k=11i=1

The between country component (L) of total averaged dissimilarity (L) is:

— 3> e In(Bu) (26)

k=11=1

m n m

S;Vik 111 zlc Z Z VESik 111 sz) (27)
1

k=11i=1

n
=2
k=1

=
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Z Z: o T} (28)

=1

The within country component (L") of total localisaation (L) is:

M:
Ms

Z v”k In(Bijx) (29)
J=1

= Z Z Z SijVijk h’l(Bl]k) = Z Z ' VkSijk hl(Bl]k) (30)

k=11:=1 j=1 k=11=1 j=1
m T n
=> > sl =Y uTIy (31)
i=1j=1 k=1

The overall localisation index (L) is an averaged dissimilarity index and it is interpretable
as a summary statistics of regional specialisation indices (ng) weighted by the manufacturing
regional shares (s;;):

m T m T

L= S e Ty = all + 33w T; (32)

i=1j=1 i=1 j=1
Similarly, overall localisation can be seen as a summary statistics of relative concentration

Theil indices (7)) weighted by the industry shares (vy):

i Z ue Ty + Z Ukt (33)

The twofold identity- with specialisation on one side and concentration on the other side-

still holds for each component (both equation 32 and equation 33 correspond to 34):

L=1L"+1L" (34)

where:

LY =¢(S%) = ¢(C) (35)

S is the matrix of the sectoral contributions to country specialisation relative to the

supranational spatial unit (v In(Bj)) and C? is the matrix of the country contributions to

13



between country concentration (s, In(By)).

and:

L* = ((8") = ¢(C") (36)

S" is the matrix of the sectoral contributions to inner-country regional specialisation
(vijr In(B;jx)) and C* is the matrix of regional contribution to within country relative con-
centration (s;;x In(B;jk))-

The overall dissimilarity indicator introduced here allows to conceptualise relative special-
isation and relative concentration as two sides of the same medal, as in Aiginger e Davies
(2004) but in the present case the aggregation is obtained applying to each concentration in-
dex the corresponding industry shares of the aggregate manufacturing. Similarly, the overall
dissimilarity index is a weighted dissimilarity index of regional specialisation indices weighted
by the regional shares of aggregate manufacturing.

To have a closer look to the way in which the twofold identity works see table 1. Smaller
sectors are likely to be more geographically concentrated than larger sectors. Specularly, the
regional size affects its degree of specialisation, smaller regions/countries usually are more
specialised than larger regions/countries. It is worth noting that the overall localisation index
is less biased with respect to sectoral scale and regional scale than the specific measures of

concentration and specialisation (see table 1).

14
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5 Concluding remarks and further developments

This paper provides a decomposition methodology based on the use of dissimilarity entropy
indices. The decomposition introduced allows to overcome a typical shortcoming of the exist-
ing empirical literature, namely the focus on a single geographical level of analysis. Thanks
to the partition properties of dissimilarity entropy measures, it is possible to handle two rel-
evant hierarchical grids assessing the evolution of their relative importance in the pattern of
localisation of economic activities.

The paper presents a taxonomy of concentration and specialisation measures derived from
the original dissimilarity Theil index. On the specialisation side, the country index is defined
as a mere difference between the weighted average of the regional specialisation relative to
the supranational geographical unit and the inner country regional specialisation.

The concept of localisation with its connotations of specialisation and concentration finds
an explicit statistical counterpart here. In fact, the paper contends that, when the dissimilarity
logic is adopted, specialisation and concentration can be seen as two side of the same medal
both across and within country. The indicator of overall localisation allows to contemplate
the full structure of industries and regions in a single analysis since it is constructed through
the aggregation of the specific indices used to assess, on one side, regional (and country)
specialisation and, on the other side, sectoral localisation.

Further developments of the methodology are possible. The decomposition in the sectoral
dimension, i.e. between high-tech and low-tech sectors is one promising possibility. Moreover,
the methodology might be improved through several refinements to overcome the MAUP and

the checkerboard problem both in the sectoral and spatial dimension.
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A Appendix

A.1 Notation

Tijk variable of main interest: number of workers in sector k (k=1,...,n)

in region j(j=1,...,r;) located in country i (i=1,...,m)

Tij total employment in region ij

Tik total employment in sector £ in country i

X total employment in country 4

T total employment in sector k£ at the higher level of spatial aggregation
x total employment at the higher level of spatial aggregation

Vijk = Q;—J]" share of sector £ in total employment of region ij

Vik = % share of sector k£ in total employment of country ¢

Uk := “k share of sector k in total EU-10 employment

Uik = “7”’“ share of sector k of region ij in total employment

vl := % share of sector k of country ¢ in total employment

S := %t share of country ¢ in total employment

Sij = %J share of region 77 in total employment

Sik = “;—f share of sector k of country 7 in total employment of sector k
Sijk = ‘%’“ share of sector k of country ¢ in total employment of sector k
S5 = ?j share of region 77 in total employment of country

Stk = “;ZT”: share of sector k of region ij in total employment of sector &

and country ¢

e = ”Z)—’: regional location quotient relative to the supranational economy
Bijx = “2% regional location quotient relative to the country

Vik

Bix = %: country location quotient relative to the supranational economy
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A.2 Decomposing the relative concentration index

As already pointed out relative concentration refers to the dissimilarity in the localisation
of each sector k with respect to the spreading of the overall manufacturing sector across the
spatial units considered (countries, regions). If a sector k spreads exactly proportionally to

total manufacturing employment the relative concentration index will exhibits a nil value.

m Ty

=303 syln = (37)

i=1j5=1

Adding and subtracting the term > s;x In(v) to equation 37 the following equation is

obtained:
= Z Sijk ln Zigk 4 Z i In(vi) — Y si In(v) (38)
i=1j5=1 =1
Tk = Z Z S”k ln Uz]k Z Z Sz]k ln ’Uk Z Sik 111 Uzk Z Sik ln(vik) (39)
i=1j5=1 i=1j5=1 i=1

m T — m
and because 7", Zj;l Sijk = D_izq Sik

Tr = i i Siji I (vijr) — i sir In(vy) + i sik In(vik) — i i sijh 1n(vik) (40)

i=1j=1 i=1 i=1 i=1j=1
Combining the second and the third elements the between country component is obtained:

T = Z Sik In — Uik (41)

=1 Uk

instead, the within country component is obtained combining the first element of 40 with the

forth one:

T =22 surln(vi) = D2 sijw In(vik) (42)

i=1j=1 i=1j=1

T3

=3 Y spln ””’“ (43)

=1 j=1
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so that

T, = TP + T (44)

Tk—Zsikln?—l—Zi&jklnv (45)
i=1 k

ijk
i=1j=1 Vik
The Theil within countries (T}*) is interpretable as a weighted average of the Theils indices

between regions inside each country, where the weights are the shares of the countries in total

employment in sector k (s).

m

w ik T
i=1 “*k

. Xijk

DXk o Xijk o X
=Y > In 54 = (47)

i=1 Xk j=1 sz );j

- Ti * S;(jk’
=D sik D Sk in—2 (48)

i=1 j=1 Sij

The relative concentration index has no upper bound and the lower limit is 0.

e If 7} = 0 it must be that B, =1 for each regions in the area; in this case the locali-
sation of manufacturing sector k overlaps the distribution of the overall manufacturing
sector so that in sector k no region shows neither a comparative advantage nor a com-
parative disadvantage with respect to the overall area (in our case the European Union),
T, = 0 occurs when s;;;, = s;; for each region, so that the sector % is distributed across
the European regions in the same way as the total manufacturing sector span across the
same regions. T} = 0 is thus a benchmark of no relative concentration. The higher the
value of total relative concentration index (7%) is, the more the allocation of regional
comparative advantages in sector k compared with the EU is uneven. An increasing
total relative concentration index over time denotes a process of regional specialisation

in that sector somewhere in Europe.
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o If 73" = 0 then BI;j;, = 1 for each region; no internal region exhibits a comparative

advantage (disadvantage) in sector k compared with the national counterpart(sj;;, = s;),

T = 0 defines a benchmark of no-relative concentration within countries.

If the within component of the relative concentration index is 0 then sector k is propor-
tionally distributed to total manufacturing employment in the internal regions of each
country. Put it differently, a nil value of ‘within’ relative concentration suggests that
no internal region comparative advantage with respect to the reference country exists.
The higher the domestic component is, the more the inner allocation of comparative
advantages of each country is uneven. An increasing value of the ‘within country’ factor

is related to a process of rising diversification internal to the countries.

o If 7Y = 0 it must be that BI;, = 1 for each i; no country has a comparative advantage
(disadvantage) in sector k with respect to the overall area (s, = s;), T¢ = 0 defines a

benchmark of no-relative concentration between countries;
e 7). = 0 implies that both 7 = 0 and T} = 0

e Either T = 0 or 7T} = 0 does not imply that T} = 0.

The ‘across country’ factor embodies the importance of national comparative advantages
with respect to the supranational area considered as a benchmark. A nil value of T}
implies that the across countries distribution of sector k overlaps perfectly the allocation
across countries of manufacturing as a whole. In other words, countries reveal neither a
comparative advantage nor a comparative advantage in the specific sector k£ analysed.
Accordingly, the higher the ‘between country’ component is, the more the allocation of
national comparative advantages in sector £ is unbalanced. An increase in the ‘between
country’ component of relative concentration indicates an increasing unequal allocation

of comparative advantages, associated to a process of country specialisation.
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