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1. Introduction

This article aims to identify the impact of the European Union (EU) structural funds expenditure in Objective 1 regions; that is, policy measures specifically delivered to those regions whose per capita (hereafter p.c.) income is lower than 75% of the EU average. More specifically, we assume that structural payments may condition the “natural” convergence process of the poorer European regions towards the average. Therefore, we estimate an augmented conditional regional convergence model to assess if convergence is actually observed over the whole 1989-2000 period, and if structural payments significantly affected it. In addition, we allow the convergence process to be also conditioned on the regional economic structure. In particular, our interest is on assessing if the share of agriculture in the regional economy plays some role, ceteris paribus, i.e. with the same level of structural funds payments.

Many objective 1 regions are actually characterised by an high share of agricultural employment, though this share may greatly differ across countries and regions, especially in Southern Europe. Besides structural funds, these regions thus also receive an additional EU support from Common Agricultural Policy (CAP), still about 40% of the whole EU budget. If an higher share of agriculture negatively affects regional growth patterns and the CAP support tends to maintain someway higher agricultural share within the regional economy, this support might eventually counterbalance the alleged growth-enhancing effect of objective 1 payments. In other words, and paradoxically, under these hypotheses CAP measures may act as a counter-treatment in objective 1 regions. Therefore, two are the basic hypotheses under study: regional structural funds may affect regional convergence process but an higher presence of agricultural activities may actually counterbalance it.

A data set of more than 200 NUTS II EU15 regions observed over about 10 years
allows to specify the convergence model in the dynamic panel-data form. The dynamic model is estimated by an appropriate GMM estimator. Alternative GMM estimates are also proposed and discussed.

2. Convergence theory, regional development policy and economic structure

In the last two decades, a significant and increasing amount of empirical studies about regional growth patterns have been based (explicitly or not) on the so-called convergence theory (Islam, 2003). Actually, the first empirical convergence analysis due to Baumol (1986) relied, in general terms, on the neoclassical growth model under the assumption that any economy could benefit from the same technological level and growth, thus achieving the same steady-state p.c. output level and growth rate. However, the actual empirical specification of the convergence model was not explicitly derived from this theoretical basis. It was “simply” a linear regression linking the p.c. income growth to its initial level as the only independent variable (this is the so-called unconditional convergence model).

Subsequent works added some other conditioning factors to this linear regression specification. Though these works may be now interpreted as first attempts to estimate conditional convergence models, they still used substantially ad hoc specifications, not strictly derived from the alleged underlying neoclassical growth model. This empirical strategy is what is now known as “informal” or “extensive” specification of the growth convergence model (Islam, 2003).

In 1992 two seminal empirical works by Barro and Sala-i-Martin (1992) and Mankiw et al. (1992), derived this linear regression specification rigorously from the transition dynamics of the neoclassical growth model (in both Solow-Swan and Cass-Koopmans versions). This is the “formal” or “model-based” specification of the growth convergence
model. It still links the p.c. income growth to the initial income level, but other conditioning variables are added and they are strictly and exclusively justified by the underlying theoretical framework.

The underlying theoretical foundation of convergence models encountered strong criticism by relatively new streams of growth literature, either the so called endogenous growth theory and the so called new economy geography (Islam, 2003). This criticism may also explain why, in many recent empirical works frequently concerning the regional context, the selection of the conditioning variables often remains conjectural (Sala-i-Martin, 1997) and why the so called “informal” convergence models are often interpreted as general empirical attempts to assess some stylised facts of growth, rather than to formally test a clear-cut growth theory.

A clear major drawback of this model-based approach is that it can not take explicitly into account the role of regional economic structure, since it is grounded on one-sector growth models. It has been widely demonstrated that the change in sectoral shares in the regional economy is a major factor affecting the regional growth pattern (Bernard and Jones, 1996). However, although the “formal” convergence model does not allow sectoral composition to surface directly, this still evidently affects, directly or not, several conditioning variables and structural parameters. Recent studies on USA rural counties demonstrated, within a growth convergence framework, that an higher level of local dependence on agriculture may lower regional growth rates, ceteris paribus (Deller et al., 2003). This article aims to further investigate this aspect with respect to EU regions.

2.1. Conditional $\beta$-convergence and policy treatment

In policy impact analysis one major interest is to assess if the policy measures (hereafter “the treatment”) affect somehow this regional growth convergence pattern.
However, most empirical works trying to assess the effect of regional policies on growth seem to revert back to the original informal specification, as major difficulties are encountered in giving them a stronger theoretical justification, that is, in consistently including the policy measure as conditioning variable in the model-based conditional convergence process.

When formally derived from the neoclassical growth theory, the model-based conditional $\beta$-convergence\(^1\) model can be expanded as follows (Mankiw et al., 1992; Barro and Sala-i-Martin, 1995):

\[
E(y_{it}|Y_{io}, T_i = 0, X_{io})= t g + \left(1 - e^{-\lambda t}\right)\ln A_{io} + \left(1 - e^{-\lambda t}\right) \frac{\alpha}{1-\alpha} \ln s_{i0} - \left(1 - e^{-\lambda t}\right) \frac{\alpha}{1-\alpha} \ln (n_{i0} + g + \delta) - \left(1 - e^{-\lambda t}\right) \ln Y_{io}
\]

where, on the left-hand side, \(y_{it}\) is the i-th region p.c. income growth rate over period t, \(Y_{io}\) indicates the i-th region initial (at time 0) p.c. income, \(X_{io}\) is a set of other conditioning variables and \(T_i = 0\) indicates that no policy (no treatment) has been delivered to the i-th region during the period. The whole set of conditioning variables is made explicit on the right-hand side where \(g\) is the total factor productivity growth rate, \(\lambda\) is the speed (or rate) of convergence, \(A_{io}\) is the i-th region initial total factor productivity, \(\alpha\) is the coefficient of the underlying Cobb-Douglas production function (indicating the rate of technical substitution between capital and labour, i.e. the capital’s share within the economy or capital intensity), \(s_{i0}\) is the i-th region initial investment rate, \(n_{i0}\) is the i-th region initial population (or workforce) growth rate, \(\delta\) is the capital depreciation rate.

\(g, \delta\) and \(\alpha\) are assumed constant across regions and over time. This is implied by the underlying growth model but can be relaxed within endogenous growth models, and also in

---

\(^1\) Besides the concept of $\beta$-convergence, the idea of $\sigma$-convergence has been proposed (Barro and Sala-I-Martin, 1992; Quah, 1996). Whereas the former tries to model the expected value of income growth conditional on initial value, the latter models its statistical distribution across regions, over
the extensive version of the model with human capital proposed by Mankiw et al. (1992). However, relaxing these assumptions would make the concept itself of growth convergence inherently ambiguous (Islam, 2003).

Equation (1) establishes on a theoretical ground the vector of the conditioning variables, as we can write $X_{it} = (A_{it}, s_{it}, n_{it})$, while $g, \delta$ and $\alpha$ are structural parameters. Equation (1) also expresses the regional convergence process toward its own steady-state growth rate. This is also formulated as the steady-state output per unit of effective labour, $Y^*$; that is, in log terms (Mankiw et al., 1992; Barro and Sala-i-Martin, 1995):

$$
\ln Y^* = \frac{\alpha}{1-\alpha} \left[ \ln s_{it} - \ln (n_{it} + g + \delta) \right]
$$

The conditioning variables $s_i$ and $n_i$ are supposed to be constant over time and exogenous, therefore equal to the respective values computed at time 0 in equation (1). Different $s$ and $n$ across regions imply different regional steady-states and, therefore, “parallel” convergence patterns. Apparently, the initial total factor productivity $A_{i0}$ does not affect the steady-state output level. However, if we derive from (2) the steady-state output per unit of actual labour, $\hat{Y}_i$, we obtain:

$$
\ln \hat{Y}_i = t g + \ln A_{i0} + \frac{\alpha}{1-\alpha} \left[ \ln s_{i0} - \ln (n_{i0} + g + \delta) \right]
$$

This equation makes explicit that the steady-state growth of output per labour unit (or per capita) is only generated by the total factor productivity growth rate, while the level of this output is determined also by the other conditioning variables in $X_{i0}$.

When all these conditioning variables are equal across the observations (regions), we have an conventional unconditional $\beta$-convergence model, that is:

$$
E(y_{it}|Y_{i0}, T_i = 0, X_{i0}) = a + \beta \ln Y_{i0}
$$

time or both. Although $\beta$-convergence is a necessary condition to have $\sigma$-convergence, convergence
where:

\[ a = t g + (1 - e^{-\lambda t}) \ln A_0 + \left(1 - e^{-\lambda t}\right) \frac{\alpha}{1 - \alpha} \ln s_0 - \left(1 - e^{-\lambda t}\right) \frac{\alpha}{1 - \alpha} \ln (u_0 + g + \delta) \]

\[ \beta = - \left(1 - e^{-\lambda t}\right) \]

Therefore, so-called “informal” unconditional convergence models can be viewed as a reduced form of the structural model in (1).

On the contrary, we have conditional convergence, and different steady-states, if regions differ in terms of initial technology, investment rate and population growth. These variables (or some appropriate proxy of them) are the only legitimate conditioning variables in a neoclassical model-based conditional convergence model. By substituting equation (2b) in equation (1), we can rewrite the convergence model as follows:

\[ (1b) \quad E(y_t | Y_{0t}, T_t = 0, X_{0t}) = e^{-\lambda t} t g + (1 - e^{-\lambda t}) \left[ (\ln \hat{Y}_t) - (1 - e^{-\lambda t}) \ln Y_{0t} \right] \]

which clearly indicates that the observed regional growth pattern depends on the initial per unit output level, its own steady-state level, its rate of convergence and the exogenous technical change rate (that is the steady state growth rate).

The empirical identification of all structural parameters of equation (1) is not an easy task. Many empirical works still estimate the “reduced” version of the convergence model, with the initial income and other variables as regressors. The estimation of the reduced form has been criticized by some authors (Islam, 2003), since it disregards the underlying relations and constraints between the estimated reduced-form parameters and the structural growth-model parameters.

Here, the main issue is just how to include the treatment in the structural convergence model above. We can measure the treatment as a weighted sum of past policy expenditure...
within the region, that is \( T_i = \sum_{s=0}^{Z} w_s M_{it-s} \), where \( w_s \) is the weight indicating the “portion” of the policy measure (expenditure) \( M \) delivered at time \( t-s \) affecting the outcome at time \( t \).

Objective 1 expenditures can be prevalently considered as investments, since 98% of objective 1 funds concentrates on three main areas: infrastructure, human capital, support to other (mainly private) investments (Bussoletti, 2004; European Commission, 2004). Consequently, the more natural way to include this treatment in the model-based conditional convergence model, is to assume the following relation between the regional investment rate \( s \) and the past treatment:

\[
\ln s_{it0} = \gamma + \phi \sum_{s=0}^{Z} w_s M_{is}
\]

The growth convergence model conditional on the treatment thus becomes:

\[
E \left(y_i \mid Y_{i0}, T_i = \sum_{s=0}^{Z} w_s M_{is} \right) = a + \phi \sum_{s=0}^{Z} w_s M_{is} + \beta \ln Y_{i0}
\]

where:

\[
a = t_g + (1-e^{-\lambda t})\ln A_0 + \left(1-e^{-\lambda t}\right)\frac{\alpha}{1-\alpha} \gamma - \left(1-e^{-\lambda t}\right)\frac{\alpha}{1-\alpha} \ln (n_0 + g + \delta)
\]

\[
\phi = (1-e^{-\lambda t})\frac{\alpha}{1-\alpha} \phi
\]

Equation (5) remains a “reduced” from model, but now the treatment is consistently grounded on the growth model and it allows measuring the expected value of the respective treatment effect on the i-th region \((TE_i)\) as follows:

\[
TE_i = E \left(y_i \mid Y_{i0}, T_i = \sum_{s=0}^{Z} w_s M_{is} \right) - E \left(y_i \mid Y_{i0}, T_i = 0 \right) = \phi \sum_{s=0}^{Z} w_s M_{is}
\]

where \( \phi \) is expected to be positive for the policy to be effective.
2.2. The role of agriculture

In this study we admit that total factor productivity may differ across sectors; thus, we implicit admit that this conditioning variable depends on the regional economy structure as its regional aggregate value will be function of the sector shares themselves. Islam (2003) acknowledges that in many empirical works the regional initial total factor productivity $A_{i0}$ is expressed as function of some structural variable, for instance the share of some key-sector. Since objective 1 regions generally show much greater agricultural share than the EU average (as shown in figure 1), it may be reasonable for our purposes to assume that this initial technological level depends on the regional share of agriculture, $AG_{i0}$ (expressed as % of agriculture on total regional employment). For simplicity, we assume the following linear relationship:

$$\ln A_{i0} = \kappa + \psi AG_{i0}$$

The hypothesis being that agriculture has a lower total factor productivity with respect to other sectors and, therefore, the higher is its share the lower the initial overall regional productivity. Thus, $\psi$ is expected to be negative. By substituting in equations (1) and (5) we can rewrite the convergence model in reduced form as follows:

$$E\left\{ y_{i,t} \mid Y_{i}, T_{i} = \sum_{z} w_{i} M_{i}, AG_{i0} \right\} = a + \phi \sum_{z} w_{i} M_{i} + \xi AG_{i0} + \beta \ln Y_{i0}$$

where:

$$a = t g + \left(1-e^{-\delta t}\right)\kappa + \left(1-e^{-\delta t}\right)\frac{\alpha}{1-\alpha} \gamma - \left(1-e^{-\delta t}\right)\frac{\alpha}{1-\alpha} \ln \left(n_{0} + g + \delta \right)$$

$$\xi = \left(1-e^{-\delta t}\right)\psi$$

According to equation (8), $\beta$-convergence is now conditioned on two variables: the treatment and the initial sectoral structure. The estimation of equation (8) provides the reduced-form parameters $a$, $\beta$, $\phi$, $\xi$. Anyway, it is also possible to derive implicitly the
structural parameters, and mainly $\alpha$. In fact, currently available EU regional data provide also comparable regional initial population (or workforce) growth rate $n_{0i}$; moreover, although regional observations on $\delta$ and $g$ are lacking, many empirical works make assumptions about the common value of the $(\delta + g)$ term. Mankiw et al. (1992) assume $(\delta + g) = 0.05$, and we follow the same assumption. Therefore, the $\ln(n_{0i} + g + \delta)$ term may be considered as region-specific. In addition, panel-data specifications allow to consider the constant term itself as region-specific. It follows that the regional convergence model can be specified as follows:

\begin{equation}
E\left(y_i \mid Y_{0i}, T_i = \sum_{s=2}^{0} w_s M_{\alpha s}, AG_{10}, n_{0i}\right) = a_i + \phi \sum_{s=2}^{0} w_s M_{\alpha s} + \xi AG_{10} + \beta \ln Y_{0i} + \chi \ln(n_{0i} + g + \delta)
\end{equation}

where:

\begin{align*}
a_i &= t g + (1 - e^{-\mu}) \xi_i + (1 - e^{-\mu}) \frac{\alpha}{1 - \alpha} \\
\chi &= - (1 - e^{-\mu}) \frac{\alpha}{1 - \alpha}
\end{align*}

The region specific $a_i$ terms thus represent a further conditioning variable since they affect the region-specific steady state level.

Equation (9) remains a “reduced” model since some underlying structural parameters can not be directly estimated. Nevertheless, they can be indirectly obtained through the estimated reduced-form parameters by substituting in equations (2), (4) and (7). The following identities hold:

\begin{align*}
\lambda &= - \frac{\ln(\beta + 1)}{t} \\
\alpha &= \frac{\chi}{\beta + \chi}
\end{align*}

\---

2 Badinger et al. (2002) assume a much higher value (0.25). However, in the present case different values of this term does not particularly affect the estimation results.

3 As will be introduced in the fourth section, the region-specific constant term may be alternatively assumed to be random.
\[ \phi = - \frac{\varphi}{\chi} \]

\[ \psi = - \frac{\xi}{\beta} \]

Finally, from equations (4) and (7) it is also possible to express the impact of the structural funds payments and of the agriculture employment share in terms of elasticity as follows:

\[ \varepsilon_{s>M} = \frac{\partial \ln s_i}{\partial \ln M_i} = \phi \ M_i \]

\[ \varepsilon_{A>G} = \frac{\partial \ln A_{i0}}{\partial \ln A_{G_{i0}}} = \psi \ A_{G_{i0}} \]

which also leads to the elasticities expressing how, through \( s_{i0} \) and \( A_{i0} \), they actually affect the steady-state p.c. output growth rate according to equation (2b)\(^4\):

\[ \varepsilon_{s>M} = \frac{\partial \ln \hat{Y}}{\partial \ln M_i} = \frac{\alpha}{1-\alpha} \phi \ M_i \]

\[ \varepsilon_{A>G} = \frac{\partial \ln \hat{Y}}{\partial \ln A_{G_{i0}}} = \psi \ A_{G_{i0}} = \varepsilon_{A>G} \]

In the convergence model in equation (9) any region is allowed to “follow” its own steady state growth pattern, as indicated by the estimated reduced-form parameters. In particular, \( \beta \) allows to assess whether convergence occurs or not and which is the speed (since \( \lambda \) can be easily derived); \( \chi, \varphi \) and \( \xi \) indicates whether convergence is conditional or not. \( \varphi \) demonstrates if the treatment has an effect and which is the magnitude of this effect; \( \xi \) if the sectoral structure matters.

Moreover, the region-specific (constant) parameters behave themselves as conditioning variables since they affect the regional investment rate and productivity. In particular, the two variables of major interest here, structural policy and the agriculture share, \(^4\) The assumption is made that \( s_i \) remains constant, if not shocked by \( M_i \), and its observed initial level
conditions the convergence pattern along two different underlying processes: while structural funds are assumed to affect the capital deepening process, the share of agriculture (and, more generally, the regional sectoral composition) affects the technological level.

These two processes may also counter-balance. If agriculture share really determines a lower steady state thus reducing, *ceteris paribus*, the regional growth rate, this would support the idea that any policy eventually maintaining higher agricultural share, actually induces a sort of counter-treatment with respect to objective 1 funds. Past policies that supported agriculture in such a way to maintain relatively high employment levels in the sector, may actually reduce the impact of successive objective 1 structural funds payments.5

3. Previous studies and data description

Objective 1 treatment started in 1989 and involves a relevant part of the European Union: currently, about 50 regions, 20% of the population, i.e. 70 millions of inhabitants. The EU spends between 20% and 25% of its annual budget on structural funds for objective 1 regions, which means about 0,25% of the whole EU GDP (European Commission, 2004). Nevertheless, the size of the divergence remains so relevant in absolute terms to motivate serious doubts on the presence of any real convergence process within the Union and about the actual capacity of this financial effort to significantly affect it.

Previous empirical estimates of the regional convergence within the EU provide mixed and controversial results. This may be motivated by the “confusion” generated by a large amount of different model specifications, data and econometric methods used in this literature. First cross-sectional regional studies by Barro and Sala-i-Martin (1991) and Sala-i-

5 The idea behind this hypothesis is that past Common Agricultural Policy (CAP) support might have generated this counter-treatment effect in some objective 1 regions. However, since long time series about regionalised CAP payments in the whole EU are not available, this hypothesis can not be explicitly tested by including these payments as “additional” treatment within the
Martin (1996) suggest unconditional regional convergence both in the EU and in the USA, at an annual convergence speed of about 2%. Croci Angelini (2002) surveys 16 different estimates of unconditional convergence across the EU published from 1992 to 2000; the unconditional convergence rates vary between 0.4% and 2.9%; indeed, however, several studies actually provide evidence against the regional $\beta$-convergence in the EU (Abraham and Van Rompuy, 1995; Molle and Boeckhout, 1995).

Very different results, particularly in terms of convergence speed, are obtained when a panel and dynamic specification is used. Canova and Marcet (1995) report a very high (about 11% for the EU countries, 23% for the regions) convergence speed. On the opposite side, there is an increasing number of recent panel-data not showing any clear evidence of unconditional convergence across EU countries and, above all, regions (Boldrin and Canova, 2001). Conditional convergence is strongly supported by some empirical works (Fagerberg and Verspagen, 1996; Neven and Gouyette, 1995), while contested by others. Moreover, several recent empirical studies are increasingly corroborating the so-called club-convergence, that is convergence observed within subgroups of regions (Chatterji, 1993; Canova, 1999; Quah, 1996).6

Despite this huge amount of empirical literature, there is far less abundance of empirical analyses about regional convergence conditional on objective 1 payments and the role of sectoral composition. In a recent publication, the EU Commission (European Commission, 2004) reports an unconditional convergence rate over all EU regions of 0.5% for the 1980-1988 period; this rates increases to 0.7% and 0.9% in the periods 1989-1993 and 1994-2000, respectively. During these two structural funds programming period, convergence

---

6 Distinguishing between conditional and club convergence may be indeed difficult (Islam, 2003). Club convergence is, in fact, a particular case of conditional convergence. The latter implies an individual regional-specific steady-state level, whereas club convergence implies multiple steady-state equilibria, one for any group (club) of regions.
rate observed across objective 1 regions has been 3.1% and 1.6%. Unfortunately, none of this evidence is sufficient to demonstrate a positive conditioning impact of structural funds in this convergence process.

In this article, income, population and other economic data about NUTS II EU15 regions are taken from the Newcronos Regio database (Eurostat); income data are expressed in Purchasing Power Standard (PPS) currency.\(^7\) The EU15 database thus obtained covers all the 206 EU15 NUTS II regions over the whole 1989-2000 period.\(^8\) Data about structural funds in objective 1 regions refer to annual expenditure in the two programming periods 1989-1993 and 1994-1999. To have an overall computation of the expenditure, all structural funds payments are considered (ERDF, which is the main contributor to objective 1 programme, ESF, EAGGF and FIFG). Unfortunately, there is not an unique centralised database about structural funds expenditure at the regional level. Therefore, this has been created on the base of the information provided by the European Commission Annual Reports on structural funds payments and considering both regional and multiregional programmes.\(^9\)

All objective 1 payments here considered are expressed in PPS, by using the same conversion index used by the EUROSTAT for converting the regional income in the common comparable currency.

### 4. The estimated model

The regional conditional convergence model in equation (9) is estimated for the whole

---

\(^7\) This virtual currency converts all national currencies to the common European currency (Ecu-Euro) and then adjusts for the different purchasing power within the countries.

\(^8\) Current NUTS classification actually contains 211 NUTS II regions. However, due to data availability, Ireland is included as one NUTS II region as well as NUTS I German regions Sachsen and Sachsen-Anhalt.

\(^9\) Extensive information on data sources and treatment can be found in Bussoletti (2004).
The model is applied to all the 206 EU15 regions. The dynamic panel-data specification of the convergence model is becoming increasingly popular in the empirical literature (Carmeci and Mauro, 2002; Caselli et al., 1996; Yudong and Weeks, 2000). The simplest dynamic version is an AR(1) model as follows:

\( y_t = a + \rho y_{t-1} + \varphi T_t + \xi AG_{t-1} + \beta \ln Y_{t-1} + \chi \ln (n_{t-1} + g + \delta) + \epsilon_t \)

where the variables definition has been already presented in section 2; \( \rho \) is the first-order autocorrelation coefficient. \( T_t \) indicates the regional treatment affecting i-th region growth and is specified here in two different ways. Firstly as a simple dummy identifying the treatment status at time \( t-1 \) (0 if non-treated, 1 if treated). Secondly, as treatment intensity \( T_t = \sum_{s=0}^{2} 0.33 M_{t-s} \), that is the three years (two years for 2000) average per capita expenditure \( (M_t) \) also to mitigate the relevant variation usually observed over the year per year expenditure.

The error term of equation (10) contains the region-specific effect being defined as follows:

\( \epsilon_t = \mu_t + \nu_t \)

In other words, the error term contains a time-costant and a time-varying component but both varying over the cross section dimension. If the individual effect is assumed to be fixed (non-random), it follows:

\( \epsilon_t = \mu_t + \nu_t \Rightarrow \sigma(\epsilon_t) = \sigma_\nu \)

10 The year 2000 is included in the sample period to take into account the effect on growth of the last year of payments (1999). Although regional data about structural funds expenditure (still referring to the 1994-1999 period) are available also for 2000, this year is considered off-treatment because these expenditure data are incomplete and unreliable. This implies that, though year 2000 is included in the sample, it is affected only by 1999 and 1998 payments.

11 Due to the limited time period, only one lag of the dependent variable has been considered here in the dynamic specification.
and the constant term now becomes $a_i = (a + \mu_i)$ as in equation (9), i.e. region-specific. Alternatively, a random region-specific effect may be assumed, with $E(\mu_i) = 0$ and $\sigma(\mu_i) = \sigma_i$. It follows:

\[
\begin{align*}
(11c) \quad \epsilon_{it} &= \mu_i + \nu_{it} \Rightarrow E(\epsilon_{it}) = E(\mu_i) + E(\nu_{it}) = 0_i; \quad \sigma(\epsilon_{it}) = \sigma_{\nu} + \sigma_i + E(\mu_i, \nu_{it}) \\
\end{align*}
\]

Under random effects, even assuming $E(\mu_i, \nu_{it}) = 0$, the variance-covariance matrix of the error term ($\Sigma$) is not diagonal, that is $\Sigma \neq \sigma^2 I$.

We could let the data choose between the fixed and random effects specifications. However, Islam (2003) underlines that the random effects specification should be excluded under the neoclassical growth framework, as it implies that individual effects are correlated with some regressors (expected to be exogenous), since both contains the same parameters and variables of the underlying regional growth pattern. At least in principle, this would generate biased estimates (endogeneity bias). As there is clear theoretical justification, we only consider the fixed effects version of the dynamic model in equation (10).12

This dynamic specification explicitly takes into account the serial correlation, which often affects income growth. Disregarding this aspect would make estimates inconsistent due to the omitted variable bias. However, introducing the lagged values of the dependent variable eventually implies that the i.i.d hypothesis of the $\nu_{it}$ term over time does not hold anymore, as it is correlated with the lagged dependent variable (Arellano, 2003). In other words, $y_{it-1}$ is endogenous.

Thus, an instrumental variable estimator must be used to achieve consistent estimates of parameters in equation (10). Here, we use a GMM estimator. Firstly, the GMM estimator proposed by Arellano and Bond (1991) is adopted. This implies rewriting equation (10) in the

---

12 A previous paper using an analogous regional sample and period (Bussoletti and Esposti, 2004) empirically tested (with a conventional Hausman test) the fixed effects vs. the random effects
first-differences (GMM-DIFF estimator), as this generates a first differenced error term $\Delta \varepsilon_{it}$, which is uncorrelated with any lagged level variable $y_{it-s}$ ($\forall s \geq 2$). These lagged variables are thus legitimate candidate as valid instruments according to the moment (orthogonality) condition $E[\Delta \varepsilon_{it}, y_{i,t-s}] = 0$. Both the one-step and two-steps GMM estimators proposed by Arellano and Bond (1991) are adopted here. Although both are consistent, the latter provides asymptotically efficient estimates. Nevertheless, several empirical applications suggest that, in finite samples, the two-steps estimator may actually generate little, if any, efficiency improvement while the one-step estimator may also outperform the two-steps counterpart in terms of robustness (Blundell and Bond, 1998; Carmeci and Mauro, 2002, 2003; Gaduh, 2002; Judson and Owen, 1999).

The asymptotic properties of the Arellano and Bond (1991) GMM estimators may be counterbalanced by poor performances in finite samples: Blundell and Bond (1998) show that these estimators may incur relevant small sample bias and the precision of the estimates tends to decrease in AR(1) specifications, whenever the autocorrelation coefficient is close to 1. For this reason (also known as weak instruments problem) the lagged levels may be poor instruments in first difference equations. Blundell and Bond (1998) suggest an alternative system GMM estimator (GMM-SYS), where a system of equations is estimated by adding equations in levels to first difference equations. Under a mean stationary AR(1) process, the lagged first difference $\Delta y_{it-1}$ is uncorrelated with $\varepsilon_{it}$, so can be used as valid instrument for the respective level equation, according to the moment condition $E[\varepsilon_{it}, \Delta y_{it-1}] = 0$.

The finite sample performance improvement provided by the GMM-SYS estimators is also questioned by some empirical applications where GMM-DIFF estimates appear to be more robust especially with small sample size and when the two-steps procedure is followed specification of the model, thus confirming that the fixed effects model has to accepted.
(Lucchetti et al., 2001). More generally, it is often concluded that no single estimator of dynamic panel models can appear to be superior in all circumstances (Badinger et al., 2002). Nevertheless, in the recent growth convergence literature, the GMM-SYS estimator provided more modest, and realistic, rates of convergence, ranging from 2 to 4% per annum, quite close to most cross-section studies. In the present application, since there is no clear indication about which estimator should be preferred in case of small sample size, we provide results of all the mentioned estimators and the comparison among them may be particularly informative.

A major issue concerning the application of the GMM estimators is the selection of the instrumental variables. In this article, all available and admitted lagged income growth variables are considered. We also include the out-sample observations; that is, the annual income growth rates observed in the period 1980-1988 have been admitted as candidate instruments. To assess the consistency of the instruments selection, an overidentifying restriction (Sargan) test is adopted (Arellano, 2003). Under the null hypothesis, this test assumes that all the selected instruments are valid, i.e. exogenous. The rejection of the null would thus indicate an inappropriate selection of the instrumental variables. Problems may also derive from the incorrect specification of the dynamic structure of the model, and this requires testing for the serial correlation of the differentiated error terms. Here, we adopt the first and second order serial correlation LM tests proposed by Arellano and Bond (1991). If the AR(1) specification is valid, we should observe first order correlation (generated by first-differentiation) but no second order correlation.

---

13 Bond et al. (2001) obtain a 2.4% convergence rate with a GMM-SYS estimator using the same data set and model specifications adopted by Caselli et al. (1996) and that reported a 13% GMM-DIFF estimate.

14 This statistic is distributed as chi-square under the null of all instruments orthogonal to the respective error terms and with degrees of freedom given by the difference between the number of moment conditions and of unknown parameters.

15 Both statistics are distributed as standard normal under the null of no serial correlation.
5. Results

Tables 1 and 2 report the GMM estimates of the dynamic model (equation (10)). Results are presented through a sequence of different specifications: starting from the unconditional convergence case, the conditioning variables (population growth, the treatment and the agriculture share) are then progressively added. As mentioned, in finite samples, the dynamic model estimates raise a number of additional econometric issues, which may, indeed, mix up the results. In particular, significant differences may emerge among the four alternative GMM estimators (one-step and two-steps for GMM-DIFF and GMM-SYS, respectively). Secondly, the choice of the instrumental variables remains critical, and partially subjective, with possible remarkable impact on final results.

The first evidence concerns the autocorrelation coefficient. In all four estimates, this coefficient is quite low (less than 0,1) but statistically different from 0, with the only exception of the GMM-DIFF one-step estimator, and always positive suggesting slight persistency in growth rates and implying downward correction of the $\beta$ coefficient estimate. A so far from unity autocorrelation coefficient tends to exclude any risk of non-stationarity and may eventually reduce the gain obtained through the GMM-SYS estimation.

$\beta$ convergence is observed across all specifications and estimators. Confirming previous evidence, the GMM-DIFF estimation of the convergence rate is higher than the GMM-SYS analogous (7,6% and 5,1% respectively), though the difference is less dramatic than observed in other studies (Bond et al., 2001). The major interest in results provided by the GMM estimation concerns the role of the conditioning variables. Firstly, the GMM estimates provide clear evidence about the impact of objective 1 regions structural funds. The impact is not significant or negative when the treatment is roughly introduced as a dummy; whenever it is specified as p.c. expenditure level, it always has a positive and significant impact, though the magnitude remains small and varying according to the different estimators,
the highest being observed with the GMM-DIFF approach. This result confirms some previous studies estimating the structural funds impact on regional convergence and using similar model specification and estimation approach. In particular, Beugelsdijk and Eijffinger (2003) find similar results about the objective 1 funds, though they apply the convergence model to the EU15 countries and not, as seems more appropriate, to NUTS II regions (the actual recipients of these funds). Moreover, they specify the treatment as structural payment growth rate instead of payment level, as in the present application, the former apparently being much less regular and potentially more statistically “noisy” over a short time period.

The parameter concerning population growth ($\chi$) is always negative, as expected, but statistically significant only in the two-steps estimation. The downward impact on the regional growth rate, however, is almost negligible in the GMM-SYS estimates, while it is much more relevant (more then 7 times higher) under GMM-DIFF. This plays also a relevant role in the calculation of the implicit structural parameters, since $\chi$ enters in the computation of $\alpha$ and $\phi$ and of the relative elasticities. Eventually, this seems to be the major difference between the GMM-DIFF and GMM-SYS estimation.

For all GMM estimators, the estimated parameter of the agriculture share on regional employment ($\xi$) accepts the hypothesis of a negative impact of the sector on regional growth through a negative impact on the region-specific initial total factor productivity, thus confirming the expectations and previous results on USA regions based on a similar convergence approach (Deller et al., 2003). The parameter is significantly negative, though apparently almost negligible in magnitude; this suggests that there is, at least indirectly, empirical support to the possible counter-treatment effect of any measure sustaining the share of agriculture within the regional economy. Moreover, this result would suggest, somehow not surprisingly, the relevance of the regional economic structure in terms of sectoral balance. The real impact of any variation in the agriculture share on the regional growth pattern can be
shown through the respective elasticities (table 3). It must be noticed that the elasticity of $A_0$ with respect to the agriculture share remains quite stable over the different GMM estimates ranging from -0.150 to -0.250. Also the elasticities calculated with respect to the structural funds expenditure does not vary much ranging from 0.147 to 0.563 for the investment rate, and from 0.120 and 0.431 for the steady state p.c. output level. In general terms, parameters and respective elasticities clearly indicates that the conditioning effect on regional growth convergence pattern of the two variables is significant and goes in the expected direction, but it is quite limited in magnitude as confirmed by all GMM estimates.

It is of major interest here to assess if GMM estimates are consistent with the theoretical framework on which the estimated convergence model is grounded. Besides the statistical significance and correct sign of most of the parameters, the key evidence in this respect should come from the derivation of the implicit structural parameters. In particular, the $\alpha$ parameter indicates the capital intensity (i.e., the capital share) within the economy. As stressed by Islam (2003), many convergence studies do not report the implicit value of this parameter or obtain values that are clearly unreliable or even impossible. $\alpha$ must range between 0 and 1 and should realistically fall in the 0.30-0.50 interval. It is interesting to notice that the GMM-DIFF generates values of $\alpha$ quite close to this interval. In particular, if we consider the specification with all the conditioning variables, it varies between 0.41 and 0.45. On the contrary, the GMM-SYS provides less reliable values ranging from 0.17 to 0.28 in the extensive specification.

Comparing the GMM estimates, one major conclusion is that there is no evidence of any remarkable gain passing from the GMM-DIFF to the GMM-SYS estimation, both in terms of statistical significance and economic reliability. For this latter aspect it seems that, on the contrary, the GMM-DIFF results are closer to the theoretical expectations. This should not surprise too much. The GMM-SYS can dramatically improve the estimation performance.
particularly under already mentioned specific conditions about either the sample and the model. They do not seem to apply in the present case.

Moreover, the choice of the appropriate instruments set may be even more critical in the GMM-SYS approach. Tables 1 and 2 also report the mentioned diagnostic statistical tests for the choice of the instrumental variables. First of all, the LM tests should support the correctness of the AR(1) specification, which also drives the choice of the instruments. As expected, for all the GMM-DIFF estimates, we reject the hypothesis of no first order serial correlation of the differentiated error terms, while we accept the hypothesis of no second order correlation. Therefore, as the AR(1) specification is accepted, the instruments can be chosen consequently. The Sargan tests confirm that the instrumental variables have been selected correctly in the GMM-DIFF case, since we can accept the hypothesis they are orthogonal with respect to the differentiated residuals.

Statistical tests provide less clear evidence for the GMM-SYS estimates; Sargan still confirms validity of the instruments but the hypothesis of no second order correlation of the differenced residuals could be rejected in some cases, suggesting problems in the dynamic specification of the model. The validity of the extra-instruments implied by the GMM-SYS estimation can be tested, by calculating the difference between the Sargan statistics obtained for the GMM-SYS and GMM-DIFF estimations. This difference is also called Difference Sargan and is asymptotically distributed as a $\chi^2$ with degrees of freedom given by the respective difference. Considering the two-steps estimates and the specification with all conditioning variables, this statistics is 5,282 (p-value = 0.00); therefore, the validity of the extra-instruments may be accepted.
6. Some final remarks

This article attempts to estimate the impact of EU structural funds and of the regional sectoral composition on objective 1 regions growth within a growth convergence model. By adopting a dynamic panel-data specification, the estimated conditional convergence model is derived from the underlying neoclassical growth model where structural funds enter as determinant of the regional investment rate and the agriculture employment share as a proxy of the underlying regional technological level. Including these two conditioning variables in the model-based convergence model not only provides theoretical justification to the empirical application, but also allows to assess if the effect generated by the structural funds payment may be eventually counterbalanced by policies supporting low productivity sectors, as most agricultural policies.

Results confirm that the dynamic specification is more appropriate in this empirical application, thus suggesting that static panel-data estimators may provide biased estimates. In general terms, and regardless the adopted estimator, growth convergence is observed. As well demonstrated in recent related literature, the convergence rate may significantly vary across alternative specifications and estimators. Here, however, this variability seems less marked, as reliable and consistent estimates of the convergence rate ranges from 5% to 7.5%, higher than what usually obtained in cross-sectional studies by 2-3%.

Among conditioning variables, a positive impact of structural funds on objective 1 regions is confirmed, though its statistical significance and magnitude may vary across alternative estimators. Similarly, the role of agriculture employment share confirms the expectations, since it negatively affects the regional growth by reducing its total factor productivity. The respective effects on the regional growth pattern seem, however, quite limited. Anyway, the results support the hypothesis that these variables may actually counterbalance: an increase (or a lower decrease) of the agriculture employment share reduces
the effect of a given amount of structural funds payments. However, to explicit test whether EU agricultural policies really indirectly act as a counter-treatment with respect to structural funds in objective 1 regions definitely requires further evidence and research effort.

Comparing these results with previous studies about the impact of objective 1 funds reveals how relevant some apparently marginal issues may be. First of all, if the treatment is included as a dummy rather than as p.c. expenditure level, its impact on growth is rarely significant and, sometimes, even negative. Secondly, the lag structure representing the effect of funds over time is of major relevance and it is too often disregarded in empirical works on the subject. In more general and, perhaps, obvious terms, the quality of the conditional convergence model estimates critically depends on how the policy under study enters the model itself and how the respective data are treated.
Figure 1: Relation between regional agricultural employment and p.c. GDP (year 1999)

Source: Our elaboration on Regio Database - Eurostat
Table 1: GMM-DIFF one-step and two-steps estimates of the dynamic convergence model (equation (10)) (standard errors = SE below the estimated values): EU15 regions (206 observations)

<table>
<thead>
<tr>
<th>Specification</th>
<th>$\rho$ (SE)</th>
<th>$\beta$ (SE)</th>
<th>$\chi$ (SE)</th>
<th>$\phi$ (SE)</th>
<th>$\xi$ (SE)</th>
<th>Implicit Structural Parameters</th>
<th>Test of first-order autocorrelation (LM test)</th>
<th>Test of second-order autocorrelation (LM test)</th>
<th>Test of over-identifying restrictions (Sargan test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unconditional convergence</td>
<td>0.032 (0.095)</td>
<td>-0.053 (0.011)</td>
<td>-0.051 (0.045)</td>
<td>-0.047 (0.014)</td>
<td>0.054</td>
<td></td>
<td>-4.475 (p value = 0.00)</td>
<td>-0.086 (p value = 0.93)</td>
<td>1.261 (p value = 1.00)</td>
</tr>
<tr>
<td>Treatment as dummy $T=0,1$</td>
<td>0.025 (0.091)</td>
<td>-0.037 (0.011)</td>
<td>-0.051 (0.045)</td>
<td>-0.047 (0.014)</td>
<td>0.038</td>
<td>0.577</td>
<td>-4.535 (p value = 0.00)</td>
<td>-1.076 (p value = 0.28)</td>
<td>1.223 (p value = 1.00)</td>
</tr>
<tr>
<td>Treatment as expenditure level ($T = M$)</td>
<td>0.052 (0.099)</td>
<td>-0.062 (0.011)</td>
<td>-0.067 (0.044)</td>
<td>-0.03210^{-4} (0.218 · 10^{-4})</td>
<td>0.064</td>
<td>0.520</td>
<td>0.001</td>
<td>-4.849 (p value = 0.00)</td>
<td>-0.385 (p value = 0.70)</td>
</tr>
<tr>
<td>Treatment ($T = M$) and agricultural employment share</td>
<td>0.056 (0.098)</td>
<td>-0.073 (0.015)</td>
<td>-0.051 (0.055)</td>
<td>-0.03710^{-4} (0.240 · 10^{-4})</td>
<td>0.076</td>
<td>0.411</td>
<td>0.001</td>
<td>-0.051</td>
<td>-4.858 (p value = 0.00)</td>
</tr>
<tr>
<td>Two-steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unconditional convergence</td>
<td>0.035 (0.004)</td>
<td>-0.052 (0.001)</td>
<td>-0.051 (0.045)</td>
<td>-0.047 (0.014)</td>
<td>0.053</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment as dummy $T=0,1$</td>
<td>0.028 (0.005)</td>
<td>-0.036 (0.002)</td>
<td>-0.079 (0.012)</td>
<td>-0.046 (0.003)</td>
<td>0.053</td>
<td>0.604</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment as expenditure level ($T = M$)</td>
<td>0.055 (0.005)</td>
<td>-0.061 (0.002)</td>
<td>-0.073 (0.007)</td>
<td>-0.03710^{-4} (0.046 · 10^{-4})</td>
<td>0.063</td>
<td>0.540</td>
<td>0.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment ($T = M$) and agricultural employment share</td>
<td>0.060 (0.005)</td>
<td>-0.071 (0.002)</td>
<td>-0.058 (0.008)</td>
<td>-0.03710^{-4} (0.041 · 10^{-4})</td>
<td>0.074</td>
<td>0.449</td>
<td>0.001</td>
<td>-0.031</td>
<td></td>
</tr>
</tbody>
</table>
Table 2: GMM-SYS one-step and two-steps estimates of the dynamic convergence model (equation (10)) (standard errors = SE below the estimated values): EU15 regions (206 observations)

<table>
<thead>
<tr>
<th>Specification</th>
<th>Implicit Structural Parameters</th>
<th>Test of first-order autocorrelation (LM test)</th>
<th>Test of second-order autocorrelation (LM test)</th>
<th>Test of over-identifying restrictions (Sargan test)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \rho ) (SE) ( \beta ) (SE) ( \chi ) (SE) ( \phi ) (SE) ( \xi ) (SE) ( \lambda ) ( \alpha ) ( \phi ) ( \psi )</td>
<td>( \lambda ) ( \alpha ) ( \phi ) ( \psi )</td>
<td>( \lambda ) ( \alpha ) ( \phi ) ( \psi )</td>
<td>( \lambda ) ( \alpha ) ( \phi ) ( \psi )</td>
</tr>
<tr>
<td>One-step</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unconditional convergence</td>
<td>0.159 (0.038) -0.003 (0.007)</td>
<td>0.003</td>
<td>-4.452 (p value = 0.00)</td>
<td>2.138 (p value = 0.03) 3.534 (p value = 1.00)</td>
</tr>
<tr>
<td>Treatment as dummy T=0,1</td>
<td>0.093 (0.041) -0.049 (0.011) -0.017 (0.019) -0.001 (0.008)</td>
<td>0.051 0.252</td>
<td>-3.419 (p value = 0.00)</td>
<td>3.158 (p value = 0.00) 12.960 (p value = 1.00)</td>
</tr>
<tr>
<td>Treatment as expenditure level (T = M)</td>
<td>0.097 (0.043) -0.045 (0.012) -0.010 (0.012) 0.294 \times 10^{-4} (0.185 \times 10^{-4})</td>
<td>0.046 0.185 0.000</td>
<td>-3.145 (p value = 0.00)</td>
<td>2.919 (p value = 0.00) 18.874 (p value = 1.00)</td>
</tr>
<tr>
<td>Treatment (T = M) and agricultural employment share</td>
<td>0.097 (0.030) -0.050 (0.010) -0.019 (0.013) 0.370 \times 10^{-4} (0.129 \times 10^{-4}) -0.001 (0.496 \times 10^{-5})</td>
<td>0.051 0.277 0.001 -0.024</td>
<td>-3.775 (p value = 0.00) 2.416 (p value = 0.02) 6.565 (p value = 1.00)</td>
<td></td>
</tr>
<tr>
<td>Two-steps</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unconditional convergence</td>
<td>0.082 (0.014) -0.010 (0.003)</td>
<td>0.010</td>
<td>-3.947 (p value = 0.00)</td>
<td>1.866 (p value = 0.06) 3.314 (p value = 1.00)</td>
</tr>
<tr>
<td>Treatment as dummy T=0,1</td>
<td>0.027 (0.013) -0.043 (0.004) -0.001 (0.002) -0.014 (0.004)</td>
<td>0.044 0.014</td>
<td>-3.153 (p value = 0.00)</td>
<td>2.173 (p value = 0.03) 12.393 (p value = 1.00)</td>
</tr>
<tr>
<td>Treatment as expenditure level (T = M)</td>
<td>0.029 (0.014) -0.042 (0.004) -0.003 (0.002) 0.966 \times 10^{-5} (0.434 \times 10^{-5})</td>
<td>0.042 0.070 0.000</td>
<td>-3.008 (p value = 0.00)</td>
<td>2.823 (p value = 0.01) 17.607 (p value = 1.00)</td>
</tr>
<tr>
<td>Treatment (T = M) and agricultural employment share</td>
<td>0.035 (0.014) -0.050 (0.005) -0.010 (0.002) 0.179 \times 10^{-4} (0.069 \times 10^{-4}) -0.001 (0.251 \times 10^{-5})</td>
<td>0.051 0.167 0.000 -0.026</td>
<td>-3.374 (p value = 0.00) 1.916 (p value = 0.06) 6.401 (p value = 1.00)</td>
<td></td>
</tr>
</tbody>
</table>
Table 3: Sample mean elasticities of the conditioning variables ($A_0$ and $s_0$) and steady-state growth rate ($y^*$) with respect to policy treatment ($M_s$) and agriculture employment share ($AG_0$) according to different GMM estimates

<table>
<thead>
<tr>
<th>Estimate</th>
<th>$M_s$</th>
<th>$A_0$</th>
<th>$s_0$</th>
<th>$y^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>GMM-DIFF (1-step)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$AG_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.205</td>
<td>0.174</td>
<td>0.122</td>
<td></td>
</tr>
<tr>
<td>GMM-DIFF (2-steps)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$AG_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.211</td>
<td>0.147</td>
<td>0.120</td>
<td></td>
</tr>
<tr>
<td>GMM-SYS (1-step)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$AG_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.150</td>
<td>0.563</td>
<td>0.408</td>
<td></td>
</tr>
<tr>
<td>GMM-SYS (2-steps)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$AG_0$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>-0.187</td>
<td>0.517</td>
<td>0.431</td>
<td></td>
</tr>
</tbody>
</table>
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