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Abstract
This paper presents an empirical analysis of the response of several methods

proposed in literature to construct indices for consistent multiple comparison. In this
article we consider also the close formal connection between the comparison of
preference judgements and the comparison of economic aggregates. The work limits
the attention exclusively to the consistency of the various technique and skips any
aspect of economic nature. To evaluate the various scaling methods, we have used
official data furnished by Eurostat and Istat (Italian Statistical Institute), consequently
our analysis is based on real-life data and not on simulations as is usually the case in
study in this kind. The most important results that we have achieved are the close
concordance of the weights obtained with the various methods and the robustness of
the evaluations performed
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1. Introduction
Our purpose is to examine some procedures of economic entity comparisons. Such

comparisons may be bilateral (or binary), when individual pairs of entities are
compared, or they may be multiple (or multilateral) when the intention is instead to
grade the entities compared.
  As is evident and also shown by a large body of literature, binary comparisons are
simpler to set up and easier to implement. However, the information obtained in this
way and arranged in appropriate ratio-scale matrices is normally inconsistent when
used for multilateral comparisons. We shall illustrate this aspect in the second
section, where we consider matrices relative to binary comparisons of preference
judgements and survey the techniques with which such ratio - scale matrices can be
adjusted so that they are consistent.
   In the third section we discuss methods which enable consistent matrices to be
constructed even independently of matrices for binary relationships. This is a line of
inquiry which has been pursued and developed especially by economic statisticians.
  The results obtained from application of the methods discussed in the second and
third sections, results which enable the entities compared to be ranked consistently
are analysed in the fourth section.
    Our procedure is to consider official data furnished by Eurostat and Istat. The
analysis is consequently based on real-life data, and not on simulations as is usually
the case in studies of this kind. Although on the one hand this might be considered a
limitation, in that only a limited number of cases are examined, on the other it has the
advantage that situations of little or no practical importance are eliminated, thereby
yielding – we believe – a clearer and more concrete picture. The fifth section makes
some concluding remarks.

2. Methods to give consistency to reciprocal positive matrices constructed by
binary comparisons

Binary comparisons between alternatives in order to rank preferences for each of
them – or in other words, to determine an ordered set of weights to be associated with
them – have for some time been the subject of a broad strand of studies (Saaty, 1980;
Saaty and Vargas, 1984; Crowford and Williams, 1985) falling under the general
heading of AHP (Analytic Hierarchy Process) and which is still developing in various
directions.1

To restrict the discussion to the matters treated empirically in this study, we
consider the set A = {A1, …, An} of the n alternatives to compare, and we use C to
denote the n order square matrix whose generic element cij expresses the extent to

___________
1 Of particular interest among these various lines of development are those involving
the more systematic use of statistical tools (Haines,1998; Carriere and Finster, 1992;
Quintano, 1999; Basak, 2002) and those that combine AHP with various methods of
multicriterion analysis (Lootsma, 1997; Lootsma, Ramanathan and Schuijt, 1998;
Guitouni and Martel, 1998).
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which alternative Ai is more important than Aj, assuming that this extent is
expressible on a ratio scale measurement2.

At most n(n-1)/2 comparisons are required because a minimum consistency is
imposed whereby:
cji = 1/cij                  i,j = 1, … , n           (2.1)
so that if, for example cij = 3  that is, if Ai is deemed to be three times more important
than Aj – the importance of Aj is one third that of Ai: hence cji = 1/3. It
straightforwardly follows from (2.1) that:   cii = 1  for  i = 1, …, n.
   Matrices with positive elements possessing property (2.1) are known as ‘positive
reciprocal matrices”.
   It should be pointed out, however, that constraint (2.1) does not ensure complete
consistency when multiple comparisons are made. In fact, this consistency only
comes about if the elements of the positive reciprocal matrix C satisfy the relations:
cij =cik*ckj         ∀ i, j, k                       (2.2)
   If the weights (importance) wi to associate with the individual alternatives Ai were
known, and if matrix C were consistent, one would have:
cij = wi/wj           i, j = 1, … ,n             (2.3)
   Note that the weights wi, which we shall consider in what follows as components
of the vector w, are determined up to a multiplication by a constant, which is the
arbitrarily determinable unit measuring the importance of the alternatives.
   As is evident from (2.3), in the case of perfect consistency, the vector w of the
weights would be immediately deducible from any row or column of matrix C. In
practice, however, only rarely does this matrix display the complete consistency
defined by (2.2) when it is actually constructed.
   This feature has prompted the development of various methods to determine the
weights by minimizing the divergence, opportunely defined, between the values cij

and the theoretical ones wi/wj.
   Various studies (Golany and Kress, 1993; Dodd, Donegan and McMaster, 1995)
have used stochastic simulation techniques to assess the performance of the various
adjustment methods. In our empirical analysis, we applied the best known and most
widely used of these methods, which are now briefly surveyed.
   Before beginning the survey, however, we would point out that the multiplier
constant up to which the weights are defined can be chosen in various ways:
1. by giving unitary value to one component of vector w;
2. imposing the unit-sum constraint or the unitary product constraint on the

components of vector w.
   Obviously, this is a arbitrary choice made purely for reasons of computational
convenience.

___________
2 On preference measures see S. Brasini, F. Tassinari, G. Tassinari (1996) pp. 320-27.



3

2.1 Dominant eigenvalue method (henceforth DE)
   This is the method originally proposed by Saaty (1980) and based on the
consideration that if the relations in (2.3) hold, then matrix C has one single
eigenvalue different from zero whose value corresponds to the order of the matrix,
and moreover that the vector of the weights w coincides with the eigenvector
associated with the dominant eigenvalue ë:
Cw = λw                                        (2.4)
is considered to be a reasonable evaluation of the vector of the weights. Frobenius’s
theorem ensures the positivity of the components of w and therefore the latter’s
acceptability in the context considered.
   Moreover, it is possible to measure the degree of approximation associated with
this evaluation by means of the index:
I(C) = (λ - n)/(n-1)             (2.5)
known as the ‘consistency ratio’3.

2.2 Modified dominant eigenvalue method (henceforth MDE)
   Introduced by Cogger and Yu (1985), this method is a variant of the previous one.
Bearing in mind that matrix C is reciprocal, this technique considers only the upper
triangle. Using T to denote the matrix such that:



 ≥

=
otherwise0

ji if   c
t
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ij             (2.6)

and G to denote the diagonal matrix with the elements:
gii = n-i+1 i=1,…,n     (2.7)
the weights correspond to the solution of the system:

(G-1T - U)w = 0           (2.8 )
where U is a unitary matrix. The solution is obtained recursively by means of the
relations:

.1n,...,1i)1n/(wcw
n
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2.3. Direct least squares method (henceforth DLS)
   This is the classic least squares method by which the weights are determined so as
to minimize the objective functions:
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___________
3 In effect, given that the index assumes zero value in the case of perfect concordance
and higher values as the consistency increase, a better name for it would be the
‘inconsistency ratio’.
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   In this case the solution w does not have an analytical definable expression but
must be calculated with iterative methods.

2.4 Weighted least squares method (henceforth WLS)
   This is a method similar to the previous one but differing from it in the weighting
given to deviations from the square. In this case the objective function to minimize
takes the following form:

ϕ2(w) = =−∑ ∑
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   It has been shown (Blankmeyer, 1987) that unlike the previous DLS method,
which may have multiple solutions, (2.11) admits to only one and strictly positive
solution. This can be straightforwardly obtained by solving the following system of
linear equations:
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2
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generated by the first-order conditions for the Lagrange auxiliary function
constructed by taking (2.11) as the objective function and constraining the weights to
unitary sum.

2.5 Logarithmic least squares method (henceforth LLS)
    Given the multiplicative4 nature of the positive reciprocal matrix C, it is natural to
measure the divergences between observed values cij and the theoretical values wi/wj

considering the ratio between them – that is, by calculating the relative error given by
the deviation of this ratio from unity.
   Considering, for obvious reasons of simplicity, the logarithm of these ratios and
the least squares method, the objective function becomes:

ϕ3(w) = =∑ ∑
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   Selecting the arbitrary multiplying constant of the weights so that their product is
unitary, the components of vector w that minimize (2.13) correspond to the geometric
mean of the elements in the corresponding row of matrix C:

∏
=

=
n

1j

n
1

iji )c(w      i=1, …, n       (2.14)

3. Methods to construct consistent matrices even without binary comparisons
   The methodology for performing accurate comparisons among economic
phenomena observed on different occasions – namely index number theory – is a key

___________
4 Suffice it to consider the fundamental relations (2.2).
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area of research for economic statisticians, and to which they have made a number of
crucial contributions.
   With index numbers, comparison is made among the relative differences of a
phenomenon by examining their corresponding intensities on different occasions. For
example, if we consider the unit price of a generic good on two occasions A and B,
which may be two regions, two periods, and so on, the ratios:

B

A

p
p

 and  
A

B

p
p

,                                             (3.1)

measure the relative difference in the price on occasion A with respect to occasion B
considered as the base situation, and vice versa.
   Simple index numbers obviously satisfy the consistency conditions mentioned in
the second section. However, when the phenomenon is analysed across a number of
entities, or, to refer to the example again, when the unit prices of n goods are
considered, the statistical relationships that simultaneously and succinctly measure
the relative diversity of prices in the situations compared are known as ‘complex
index numbers’ or simply as ‘index numbers’.
   There are various methods with which to define complex index numbers.5

However, many of the complex indexes proposed and widely used do not permit
consistent comparisons.6

   This is a problem with particular practical implications for the calculation of
purchasing power parities.
   The theoretical and practical importance of comparison among complex index
numbers is certainly not restricted to price index numbers, for there is an immediate
logical symmetry between the latter and the index numbers of quantities.

Nevertheless, in what follows, we shall restrict our treatment to the former, both
because it was on these that we conducted our empirical analysis and because they
suffice to illustrate the issue analysed here.
   In the following sections we briefly survey the best known methods for the
construction of complex and consistent index numbers. We assume that n situations
are to be compared, each of them characterized by m goods described by the
following vectors of prices and quantities:
  pi = [pi1, pi2, …, pim],  qi = [qi1, qi2, …, qim] ;   i=1,…,n.                      (3.2)

3.1 The Gini-Elteto-Köves-Szulc method (henceforth GEKS)
   This method was originally proposed by Gini (1924) and then taken up by Elteto
and Köves (1964) and Szulc (1964). It is based on the matrix C of binary
comparisons whose elements are Fisher price index numbers:
___________
5 For details see G. Alvaro (1992)  pp. 397-436;  M. Martini (1991)  pp. 302-35; G.
Ferrari (1999) pp. 245-293; O. Vitali (1999) pp. 217-28; R. Guarini, F. Tassinari
(1990) pp. 51-6; E. Diewert, O. A. Nakamura (1993).
6 The most frequently used indices, Laspeyres and Paasche indices, do not satisfy
even the minimum consistency conditions (1) of reversibility of situations.
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   Independently of the authors cited above, the logarithmic least squares method
mentioned earlier has been proposed in order to give consistency to the comparisons
expressed by the C matrix – which is evidently positive reciprocal.

3.2 The Theil method (henceforth T)
   In this case, too, consideration is made of a C matrix of binary comparisons, which
are then made consistent by means of the logarithmic least squares method. Unlike in
the previous case, however, the elements that make up the matrix are Törnquist
bilateral indices:
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3.3 The Economic Commission for Latin America method (henceforth ECLA)
   This method too can be traced back to the work of Gini, and it has been used by
the Economic Commission for Latin America. Its distinctive feature is that it directly
and consistently constructs the C matrix of comparisons, whose elements are defined
in the following manner:

∑
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q  represents the mean of the quantities of the k-th good treated in

the set of statistical units considered.7

___________

7 It is evident that any linear combination of the quantities ∑
=

α=
n

1i
ikik qq , with

positive weights, gives rise to consistent comparisons.



7

3.4 The Geary-Khamis method (henceforth GK)
   Nor does this method require the construction of a matrix of binary comparisons to
be then rendered consistent. Rather, it is constructed directly, by means of (2.3), from
the weights wi, which in the context treated by R. G. Gear and S. H. Khamis act as
conversion factors.
   This technique proposed by R. G. Geary (1958) and S. H. Khamis (1969), is of
iterative type and is divided into two phases. In the first, the conversion factors
(weights) wi are used to determine the mean price (πk) of each good in the basket of
the statistical collective:

;

q

qpw

n
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In the second phase, (3.7) below is used to determine the conversion factors:
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   Each iteration involves two phases: in the first, after giving wi an arbitrary initial
value, (3.6) is used to determine the mean prices; in the second, the latter is inserted
in (3.7) to determine the conversion factors (weights). The procedure is reiterated
until the solutions of two successive iterations are judged equal to each other.

3.5 The Gerardi method (henceforth G)
   This technique does not substantially differ from the GK method. As regards the
evaluation procedure it is entirely analogous to it, the only difference being that in
this case the mean prices of the individual goods are calculated using a geometric
mean of the prices observed on the n occasions:

n
1

n

1i
ikk p 










=π ∏

=
k=1, …,m                (3.8)

4. Empirical analysis of the methods to construct indices for multiple consistent
comparisons
   In this section we describe a series of experiments conducted on empirical data
from official sources in order to examine the responses of the various methods
surveyed above.
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4.1 Analysis of purchasing power parities
   The first analysis was carried out using information on prices and real spending
volumes furnished by Eurostat.8 In order to render real expenditures comparable, the
items were expressed following the ICP (International Comparison Programme)
classification. Those that were considered are listed in Appendix 1.
   The data available were used to construct two distinct binary comparison matrices:
one with Fisher price index numbers, and one with Törnqvist price index numbers.
Application of the LLS method to give them consistency led, respectively, to the
GEKS and the T method. As regards the other methods (EV, MEV, DLS and WLS)
which can be used to give consistency to binary comparison matrixes, we applied
these only to the matrix of Fisher index numbers, because we had ascertained that, in
the various situations examined, this matrix differs to a negligible extent from the
corresponding matrix of Törnqvist index numbers.
   Taking account of the multiplicative nature and the asymmetry of these matrices,
comparison was made using the following similarity index (Mean Logarithmic
Variation):

;
To

F
ln

)1n(n
1

MVL
n

1i

n

1j ij

ij∑ ∑
= =−

=           

   (4.1)
where Fij and Toij are respectively the Fisher and Törnqvist index numbers calculated
for the purpose of comparison between the m-th and the j-th country.
   The values assumed by index (4.1) in the four sets of data on which we made our
subsequent calculations are given in Table 1, which shows that the divergence
between the two types of matrix never exceeded the threshold of 0.38%.
   It may also be of interest to point out that the behaviour of the index matched our a
priori expectations regarding the heterogeneity of the four situations analysed.

Table 1 Mean of the logarithmic variations between the Fisher and
Törnqvist indices.

DATA SET MVL
Europe 15, Eurostat comparable data year 1998 0.0014
Europe 12+3, Eurostat comparable data year 1985 0.0022
All country with Eurostat comparable data, year 1998 0.0022
All country with Eurostat comparable data, year 1985 0.0038

   The first set of calculations was performed on the 1998 price indexes of the 15
countries of the European Union. The results are given in Table 2.

___________
8 Eurostat (1985) Purchasing power parities and related economic indicators. Results
for 1985.
Eurostat (2000) Purchasing power parities and related economic indicators. Results
for 1998.
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Table 2 - Normalized weights (*) – Countries of the European Union – 1998.

DE MEV DLS WLS
LLS

GEKS GK G T ECLA Mean
EURO15 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Austria 0.0681 0.0679 0.0680 0.0679 0.0681 0.0685 0.0683 0.0681 0.0678 0.0681
Belgium 0.0249 0.0249 0.0249 0.0249 0.0249 0.0250 0.0250 0.0249 0.0249 0.0249
Denmark 0.1083 0.1085 0.1085 0.1084 0.1083 0.1093 0.1091 0.1083 0.0448 0.1015
Finland 0.1511 0.1509 0.1514 0.1508 0.1511 0.1524 0.1520 0.1510 0.1490 0.1511
France 0.1395 0.1395 0.1385 0.1394 0.1395 0.1406 0.1407 0.1396 0.1388 0.1396
Germany 0.4636 0.4636 0.4641 0.4638 0.4636 0.4660 0.4668 0.4634 0.4606 0.4639
Greece 0.0038 0.0038 0.0038 0.0038 0.0038 0.0039 0.0039 0.0038 0.0038 0.0038
England 1.4309 1.4337 1.4296 1.4313 1.4309 1.4327 1.4321 1.4319 1.4298 1.4314
Ireland 1.3005 1.3008 1.3023 1.3005 1.3005 1.3193 1.3157 1.3008 1.2856 1.3029
Italy(**) 0.5795 0.5792 0.5797 0.5799 0.5795 0.5862 0.5861 0.5792 0.5746 0.5804
Luxemburg 0.0219 0.0219 0.0221 0.0221 0.0219 0.0222 0.0223 0.0218 0.0216 0.0220
Holland 0.4669 0.4665 0.4652 0.4665 0.4669 0.4696 0.4698 0.4671 0.4651 0.4671
Portugal 0.0071 0.0071 0.0071 0.0071 0.0071 0.0073 0.0072 0.0071 0.0070 0.0071
Spain 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071
Sweden 0.0940 0.0945 0.0935 0.0938 0.0940 0.0948 0.0948 0.0940 0.0928 0.0940
MSD 0.0018 0.0019 0.0018 0.0018 0.0018 0.0048 0.0041 0.0018 0.0149
(*) These weights are interpretable as purchasing power parities.
(**) Expressed as thousands of lire.

   The most striking aspect to emerge from the Table 2 is the close concordance –
indeed, often the perfect coincidence – of the results obtained when applying the
various methods. As a synthesis measure we considered only the following
consistency index (Mean Squared Deviation) of the weights with respect to those
calculated as a mean of the nine methods applied:
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  The values of this index highlight not only the negligible amount of deviation,
directly deducible from the close concordance already mentioned, but also a slightly
different behaviour from the others, in order, of the G, GK and ECLA methods –
namely, precisely those methods which do not presuppose a matrix of binary
comparisons to be adjusted.
   In order to verify the reliability of these results as regards both their stability in
time and their robustness, we conducted three further tests. The first consisted in
replication of the analysis using comparable data from further back in the past,



10

specifically those relative to 1985, and including in the analysis the three countries
(Austria, Finland and Sweden) which did not yet belong to the Union at the time.
   The results are given in Table 3, and they are a perfect match with the previous
ones, displaying considerable stability in the degree of the concordance over time9.

Table 3 - Normalized weights(*) – Countries of the Europe of 12 plus the three  countries
                (Austria, Finland and Sweden) that joined later – 1985.

DE MEV DLS WLS
LLS

GEKS GK G T ECLA Mean
EURO12+3 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Austria 0.0717 0.0712 0.0716 0.0718 0.0717 0.0721 0.0723 0.0717 0.0714 0.0717
Belgium 0.0265 0.0265 0.0264 0.0265 0.0265 0.0268 0.0267 0.0266 0.0265 0.0266
Denmark 0.1213 0.1209 0.1206 0.1212 0.1213 0.1227 0.1216 0.1212 0.1207 0.1213
Finland 0.1968 0.1971 0.1949 0.1966 0.1968 0.2018 0.2005 0.1968 0.1931 0.1972
France 0.1638 0.1638 0.1633 0.1638 0.1638 0.1644 0.1644 0.1639 0.1636 0.1639
Germany 0.4784 0.4784 0.4789 0.4784 0.4784 0.4816 0.4841 0.4787 0.4746 0.4791
Greece 0.0144 0.0145 0.0144 0.0145 0.0144 0.0149 0.0150 0.0144 0.0137 0.0145
England 2.0963 2.0916 2.0845 2.0960 2.0963 2.1199 2.1125 2.0981 2.0910 2.0985
Ireland 1.6700 1.6791 1.6608 1.6697 1.6698 1.6636 1.6665 1.6678 1.6631 1.6678
Italy (* *) 0.9167 0.9178 0.9170 0.9159 0.9167 0.9239 0.9215 0.9169 0.9061 0.9170
Luxemburg 0.0273 0.0274 0.0274 0.0275 0.0273 0.0278 0.0279 0.0272 0.0268 0.0274
Holland 0.4699 0.4696 0.4699 0.4701 0.4699 0.4725 0.4721 0.4694 0.4691 0.4703
Portugal 0.0166 0.0167 0.0163 0.0164 0.0166 0.0181 0.0179 0.0166 0.0152 0.0167
Spain 0.0123 0.0123 0.0122 0.0123 0.0123 0.0128 0.0126 0.0123 0.0119 0.0123
Sweden 0.1430 0.1415 0.1411 0.1427 0.1430 0.1484 0.1466 0.1425 0.1404 0.1432
MSD 0.0007 0.0033 0.0040 0.0008 0.0007 0.0060 0.0041 0.0003 0.0039
(*) These weights are interpretable as purchasing power parities.
(**) Expressed as thousands of lire.

As regards the consistency index in the three methods differing most from the
others, we find, as well as GK and G, also the DLS method, but the difference with
the ECLA method (0.0040 as opposed to 0.0039) is so slight that it can be taken to be
entirely insignificant.
  In order to conduct thorough verification of not only the stability in the
concordance of the responses but also the robustness of the responses obtained with
the various methods, we again replicated the calculations, at the two times already
considered, including in the two occasions the countries not belonging to the
European Union in its present form but for which comparable data, again furnished
by Eurostat, were available.

___________
9 It must be point out that stability is referred to concordance in the methods
responses and not to the weights calculated in 1988 and 1995, which depict different
situations.
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The results are set out in Tables 4 and  5. Once again they confirm the close
concordance of the responses and the slight divergence of the GK, G and ECLA
methods.
   To these results should now be added the considerable robustness of the
evaluations of the weights inferable from comparison of Table 2 with Table 4, and
Table 3 with Table 5.
   Leaving further comparisons to the reader, here we merely point out that, as
regards the weight of Italy, the mean value in 1985 changes only from 0.5504 to
0.5806 because of the inclusion of Cyprus, Iceland, Norway, Poland and Switzerland.

Likewise with the 1985 data, because of the inclusion of Australia, Canada, Japan,
New Zealand, Norway, United States and Turkey, the mean value shifts from 0.9170
to 0.9171, and therefore to only a very slight extent bearing in mind the significance
and the order of magnitude of those weights.

Table 4 - Normalized weights(*) – Countries for which standardized Eurostat data are
                available – 1998.

DE MEV DLS ELS
LLS

GEKS GK G T ECLA Mean
EURO15 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Austria 0.0681 0.0678 0.0681 0.0678 0.0681 0.0684 0.0681 0.0680 0.0678 0.0680
Belgium 0.0249 0.0249 0.0251 0.0249 0.0249 0.0250 0.0250 0.0249 0.0249 0.0250
Denmark 0.1084 0.1086 0.1087 0.1086 0.1084 0.1093 0.1091 0.1084 0.1074 0.1085
Finland 0.1511 0.1508 0.1516 0.1514 0.1510 0.1524 0.1515 0.1510 0.1490 0.1511
France 0.1393 0.1393 0.1387 0.1393 0.1393 0.1406 0.1408 0.1395 0.1387 0.1395
Germany 0.4638 0.4638 0.4642 0.4657 0.4638 0.4663 0.4671 0.4636 0.4602 0.4643
Greece 0.0038 0.0038 0.0038 0.0038 0.0038 0.0039 0.0039 0.0038 0.0038 0.0038
England 1.4324 1.4348 1.4302 1.4321 1.4324 1.4333 1.4342 1.4335 1.4301 1.4326
Ireland 1.2993 1.2985 1.3033 1.2984 1.2992 1.3191 1.3138 1.2995 1.2849 1.3018
Italy (* *) 0.5794 0.5792 0.5794 0.5794 0.5794 0.5854 0.5851 0.5790 0.5750 0.5801
Luxemburg 0.0219 0.0220 0.0223 0.0222 0.0219 0.0223 0.0223 0.0219 0.0215 0.0220
Holland 0.4667 0.4664 0.4650 0.4665 0.4667 0.4696 0.4697 0.4669 0.4651 0.4670
Portugal 0.0071 0.0071 0.0072 0.0071 0.0071 0.0073 0.0072 0.0071 0.0070 0.0071
Spain 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071 0.0071
Sweden 0.0938 0.0935 0.0939 0.0939 0.0938 0.0948 0.0946 0.0938 0.0928 0.0939
Cyprus 2.2087 2.2416 2.2294 2.2066 2.2086 2.2554 2.2522 2.2099 2.1516 2.2182
Iceland 0.0112 0.0112 0.0111 0.0110 0.0112 0.0113 0.0112 0.0112 0.0111 0.0111
Norway 0.0974 0.0969 0.0969 0.0963 0.0974 0.0997 0.0987 0.0974 0.0960 0.0974
Poland 0.5336 0.5300 0.5288 0.5309 0.5335 0.5822 0.5756 0.5290 0.4928 0.5374
Switzerland 0.4728 0.4733 0.4744 0.4746 0.4728 0.4780 0.4779 0.4729 0.4643 0.4734
MSD 0.0023 0.0054 0.0031 0.0030 0.0023 0.0133 0.0116 0.0026 0.0180
(*) These weights are interpretable as purchasing power parities.
(**) Expressed as thousands of lire.
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Table 5 - Normalized weights(*) – Countries for which standardized Eurostat data are
               available – 1985.

DE MEV DLS ELS
LLS

GEKS GK G T ECLA Mean
EURO12 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Austria 0.0717 0.0716 0.0717 0.0717 0.0717 0.0716 0.0721 0.0718 0.0712 0.0717
Belgium 0.0265 0.0265 0.0265 0.0265 0.0265 0.0268 0.0267 0.0265 0.0265 0.0266
Denmark 0.1215 0.1214 0.1213 0.1215 0.1215 0.1228 0.1217 0.1215 0.1213 0.1216
Finland 0.1970 0.1974 0.1973 0.1969 0.1970 0.2005 0.1998 0.1971 0.1949 0.1975
France 0.1639 0.1639 0.1640 0.1639 0.1639 0.1646 0.1645 0.1640 0.1634 0.1640
Germany 0.4792 0.4792 0.4815 0.4788 0.4792 0.4779 0.4836 0.4792 0.4773 0.4796
Greece 0.0144 0.0144 0.0144 0.0144 0.0144 0.0151 0.0149 0.0144 0.0136 0.0144
England 2.0951 2.0919 2.0830 2.0948 2.0951 2.1279 2.1132 2.0973 2.0850 2.0982
Ireland 1.6739 1.6809 1.6944 1.6730 1.6738 1.6669 1.6737 1.6749 1.6624 1.6749
Italy (* *) 0.9163 0.9168 0.9191 0.9157 0.9163 0.9240 0.9228 0.9169 0.9058 0.9171
Luxemburg 0.0273 0.0273 0.0273 0.0273 0.0273 0.0272 0.0278 0.0272 0.0269 0.0273
Holland 0.4702 0.4701 0.4704 0.4704 0.4702 0.4754 0.4725 0.4698 0.4678 0.4708
Portugal 0.0166 0.0166 0.0165 0.0165 0.0166 0.0184 0.0180 0.0166 0.0151 0.0168
Spain 0.0123 0.0123 0.0123 0.0123 0.0123 0.0129 0.0127 0.0123 0.0119 0.0124
Sweden 0.1430 0.1427 0.1412 0.1433 0.1430 0.1479 0.1460 0.1427 0.1425 0.1436
Australia 0.9736 0.9793 0.9735 0.9730 0.9736 0.9689 0.9728 0.9721 0.9764 0.9737
Canada 0.9796 0.9797 0.9730 0.9792 0.9796 0.9807 1.0000 0.9752 0.9848 0.9813
Japan 0.0051 0.0051 0.0051 0.0051 0.0051 0.0054 0.0052 0.0051 0.0051 0.0051
N. Zealand 0.8657 0.8597 0.8689 0.8649 0.8656 0.8841 0.8840 0.8659 0.8331 0.8658
Norway 0.1334 0.1334 0.1337 0.1334 0.1334 0.1374 0.1372 0.1334 0.1312 0.1340
United St. 1.2113 1.2176 1.1964 1.2119 1.2112 1.2098 1.2439 1.2052 1.2112 1.2132
Turkey 0.0070 0.0070 0.0070 0.0070 0.0070 0.0076 0.0076 0.0071 0.0064 0.0071
MSD 0.0009 0.0027 0.0065 0.0010 0.0009 0.0079 0.0091 0.0021 0.0082
     (*) These weights are interpretable as purchasing power parities.
     (**) Expressed as thousands of lire.

4.2. Analysis of the price indices of industrial production and manufacturing
We have until now used data already standardized by Eurostat for calculation of

purchasing power parities, and the advanced hypothesis around the uniformity of
answer of the various experimented methods can be due to this circumstance. In order
to verify this hypothesis, we repeated the procedures, taking the annual statistics on
Italian industrial production and manufacturing as our ambit of reference.
   Although the data series available cover the years from 1984 to 1998, it is only
since 1994 that Istat publishes the results of its surveys on magnetic support.
Consequently, also in view of the purpose of our inquiry, we restricted our analysis to
the past five years.10 It should also be pointed out that the data series are not perfectly
comparable, and that, again in view of the purpose of our inquiry, we decided to
eliminate all items that:

___________
10 See Istat, Statistica annuale della produzione industriale, various years.
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1. were not present in all years;
2. were not published in some years because they were covered by statistical

confidentiality;
3. were not distinguished by prices and quantities sold;
4. had been surveyed over the years using different measurement systems and

therefore could not be related to the same unit of measurement.
 This screening procedure led to the exclusion of the sector relating to the
production and sale of office machinery, computers and information systems, because
there was no item that was comparable over time, while the sector of the production
and sale of tobacco products consisted of only one item and was therefore not
germane to the purpose of this study. The responses provided by the methods for
constructing consistent indices were analysed in the same way as previously. In this
case, the matrices of the Fisher and Törnqvist index numbers were more diversified
than the ones obtained by the previous analyses, especially for some sectors (textiles;
publishing, printing and recording; surgical and orthopaedic products; furniture; and
other manufactures). However, the weights obtained by applying the EV, MEV, DLS
and WLS methods to the matrices of the Törnqvist indices were extremely similar to
each other and to those yielded by the GEKS method. Consequently, in this case too,
as regards analysis of these matrices we report only the results of the T method.11

The results of these analyses, which as in the previous application are normalized
to the first year considered, are set out for the first economic sector in Table 6, and
synthetized through the MSD consistency index, in Table 7 which shows also those
for the remainders sectors12.

Table 6  Sector 1:  Production and sale of non-energy-producing minerals.

DE MEV DLS WLS
LLS

GEKS GK G T ECLA Mean
1994 1 1 1 1 1 1 1 1 1 1
1995 0.8860 0.8859 0.8859 0.8860 0.8860 0.9026 0.8984 0.8857 0.8676 0.8871
1996 0.9211 0.9265 0.9210 0.9213 0.9211 0.9128 0.9207 0.9085 0.9360 0.9210
1997 0.9922 0.9916 0.9921 0.9925 0.9922 0.9310 0.9944 0.9617 1.0241 0.9858
1998 1.0105 1.0051 1.0105 1.0107 1.0105 0.9495 1.0124 0.9827 1.0420 1.0038
MSD 0.0042 0.0036 0.0041 0.0043 0.0042 0.0353 0.0074 0.0153 0.0266

___________
11 The results obtained by applying the EV, MEV, DLS and WLS methods to the
Törnqvist matrices are available from the authors.
12 The results in detail are available from the authors.
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Table 7 - Consistency index (Mean Squared Deviation) by economics sectors and
                methods.
Economics
Sectors 12 DE MEV DLS WLS

LLS
GEKS GK G T ECLA

Sector 2 0.0013 0.0016 0.0013 0.0014 0.0013 0.0108 0.0017 0.0035 0.0089
Sector 3 0.0069 0.0059 0.0073 0.0079 0.0069 0.0675 0.0276 0.0186 0.0793
Sector 4 0.0053 0.0057 0.0064 0.0068 0.0053 0.0546 0.0191 0.0123 0.0578
Sector 5 0.0058 0.0055 0.0063 0.0065 0.0058 0.0912 0.0309 0.0132 0.1002
Sector 6 0.0006 0.0010 0.0007 0.0006 0.0007 0.0051 0.0033 0.0026 0.0077
Sector 7 0.0025 0.0025 0.0025 0.0025 0.0025 0.0140 0.0061 0.0033 0.0106
Sector 8 0.0018 0.0036 0.0019 0.0018 0.0017 0.0112 0.0135 0.0021 0.0170
Sector 9 0.0007 0.0007 0.0007 0.0008 0.0007 0.0115 0.0058 0.0010 0.0132
Sector 10 0.0100 0.0101 0.0100 0.0100 0.0100 0.0561 0.0459 0.0202 0.0719
Sector 11 0.0362 0.0362 0.0362 0.0362 0.0362 0.0585 0.0311 0.0719 0.0197
Sector 12 0.0049 0.0048 0.0049 0.0050 0.0049 0.0282 0.0099 0.0080 0.0209
Sector 13 0.0062 0.0081 0.0064 0.0052 0.0062 0.0473 0.0179 0.0122 0.0512
Sector 14 0.0037 0.0069 0.0037 0.0037 0.0037 0.0219 0.0178 0.0094 0.0188
Sector 15 0.0045 0.0074 0.0046 0.0044 0.0045 0.0569 0.0360 0.0225 0.0952
Sector 16 0.0084 0.0088 0.0114 0.0127 0.0086 0.0281 0.0433 0.0326 0.0279
Sector 17 0.0107 0.0112 0.0104 0.0102 0.0108 0.0640 0.0559 0.0183 0.1072
Sector 18 0.0005 0.0010 0.0005 0.0005 0.0005 0.0042 0.0025 0.0006 0.0042
Sector 19 0.0166 0.0165 0.0167 0.0166 0.0165 0.0678 0.0330 0.0445 0.0688
Sector 20 0.0041 0.0057 0.0041 0.0042 0.0041 0.0299 0.0134 0.0112 0.0315
12 See Appendix 1

The most important result yielded by this second large series of calculations, and
the one most immediately grasped, is the close conformity of the weight values
obtained with the various methods. This feature is also highlighted by the mean
squared deviation (MSD), which in the majority of cases has extremely low values.
   As in the previous applications, it this case too the ECLA, GK and G methods
display weight values which for some sectors are slightly different from those of the
other methods, whilst in other situations such as sector 6, sector 9 and sector 12, these
differences are more substantial. As regards the methods requiring the prior
construction of a binary comparison matrix, mention should be made of the slight
difference between the T method and the others, although this was in any case
predictable.
   All in all, these further calculations confirm the high degree of concordance among
the weight values that the previous analyses found relatively to completely different
context.

5. Conclusions
    There is a large body of literature on the methodology with which to perform
consistent comparisons. These methods have been analysed in relatively independent
manner by scholars of decision-making processes in business, and by economic
statisticians with regard to the comparison of economic aggregates. In this paper we
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have first emphasised the close connection between the two approaches: the one that
uses subjective preference judgements, and the one based on objective data regarding
prices and quantities. Using data of the latter type, which are more incontrovertible,
we have conducted a series of calculations using both cross-section data and time
series data.
    The results that we believe to be most significant are the following:
− the close concordance, sometimes almost the coincidence, of the weights obtained

with the various methods;
− the notable robustness of the evaluations performed.
   The most immediate conclusion to be drawn from our analysis is that these
methods should be used more widely. Which method in particular should be selected
is of little importance from the practical point of view, given the extremely close
concordance obtained in the responses. More specifically as regards index numbers,
we have provided clear evidence that those methods which prove incoherent in
multiple comparisons should be discarded. These were methods used in the past
because of a computational simplicity  which is now wholly irrelevant, and they are
still too widely used.
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APPENDIX 1

Economics
Sectors

Descriptions

Sector 1 Production and sale of non-energy-producing minerals
Sector 2 Production and sale of food and beverages
Sector 3 Production and sale of textiles
Sector 4 Production and sale of garments and furs
Sector 5 Production and sale of leather and leather goods
Sector 6 Production and sale of wood and wooden products, cork, etc.
Sector 7 Production and sale of paper-making pulp. paper and paper products
Sector 8 Production and sale of printed and recorded products
Sector 9 Production and sale of chemicals and man-made fibres
Sector 10 Production and sale of rubber and plastic articles
Sector 11 Production and sale of non-metallic mineral products
Sector 12 Production and sale of metals and alloys
Sector 13 Production and sale of machinery and equipment
Sector 14 Production and sale of office machinery, computers and information

systems
Sector 15 Production and sale of electrical machinery and appliances
Sector 16 Production and sale of radio and television apparatus
Sector 17 Production and sale of surgical and orthopaedic products
Sector 18 Production and sale of vehicles, trailers and engines
Sector 19 Production and sale of other means of transport
Sector 20 Production and sale of furniture and other manufactures



17

References

Alvaro G. (1992) “Contabilità nazionale e statistica economica” Cacucci Editore.
Basak I. (2002), "On the use of information criteria in analytic hierarchy process",
European Journal of Operational Research 141, 200-216.
Blankmeyer E. (1987) "Approaches to consistency adjustments", Journal of
Optimization Theory and Applications, 54, 479-488.
Brasini S., Tassinari F., Tassinari G. (1996) “Marketing e pubblicità, metodi di
analisi statistica” Il Mulino, Bologna.
Carriere J., Finster M. (1992), "Statistical Theory for Ratio Model of Paired
Comparisons ", Journal of Mathematical Psychology, 36, 450-460.
Cogger K.O., Yu P.L. (1985), "Eigenweight  vectors and least distance
approximation for revealed preference in pairwise weight ratios", Journal of
Optimization Theory and Applications , 46, 483-491.
Crowford G., Williams C. (1985), "A note on the analysis of subjectives judgements
matrices", Journal of the Mathematica Psychology 29, 387-405.
Diewert W. E., Nakamura A. O. (1993) “Essays in index number theory” vol. 1 North
Holland, Amsterdam.
Dodd F.J., Donegan H.A., McMaster T.B.M. (1995), "Reassessment of consistency
criteria in judgment matrices", The Statistician 44, 1, 31-41.
Eltet o&&  O. Ko&& ves T. (1964) “One Index Computation Problem of International
Coparision” Statisztikai Szemle.
Eurostat (1985) “Purchasing power parities and related economic indicator. Result
for 1985”.
Eurostat (2000) “Purchasing power parities and related economic indicator. Result
for 1998”.
Geary R. G. (1958), “A Note on the Comparison of Excange Rate and Purchasing
Power Between Countries” Journal of the Royal Statistical Society, Vol. 121, Part I.
Gerardi D. (1978) “Alcuni aspetti metodologici riguardanti il calcolo delle parità di
potere di acquisto tra i paesi della comunità europea” Atti della 29^ Riunione
Scientifica della Società Italiana di Statistica.
Gini C. (1924) “Quelques Consideration on Sujet de la Construction des Nombres
Indices des Prix et des Question Analogues” Metron Vol. 4 n. 1.
Golany B., Kress M. (1993), "A multicriteria evaluation of methods for obtainig
weights from ratio-scale matrices", European Journal of Operational Research 69,
210-220.
Guarini R. Tassinari F. (1990) “Statistica economica problemi e metodi di analisi” Il
Mulino, Bologna.
Guitouni A., Martel J.M. (1998), "Tentative guidelines to help choosing an
appropriate MCDA method". European Journal of Operational Research 109, 501-
521.
Haines L.M., (1998), "Interval Judgements in the Analytic Hierarchy Process: A
Statistical Perspective".in T.J.Stewart e R.C. Honert (van den) (eds),”Trends in



18

Multicriteria Decision Making ”, Lecure Notes in Economics and Mathematical
Systems, n. 465, 87-95, Springer-Verlag, Berlin.
Istat (1999) “Statistica annuale della produzione industriale – Anni 1994 1995”
Informazioni n. 5.
Istat (2000) “Statistica annuale della produzione industriale – Anno 1996”
Informazioni n. 45 .
Istat (2001) “Statistica annuale della produzione industriale – Anno 1997”
Informazioni n. 10.
Istat (2001) “Statistica annuale della produzione industriale – Anno 1998”
Informazioni n. 32.
Khamis S. H. (1969) “A New System of Index Number for National Purposes” Atti
della 97^ Sessione dell’Istituto Internazionale di Statistica.
Lootsma F.A., Ramanathan R, Schuijt H. (1998) , "Fairness and Equity via Concepts
of Multi-Criteria Decision Analysis", in T.J.Stewart e R.C. Honert (van den)
(eds),”Trends in Multicriteria Decision Making ”, Lecure Notes in Economics and
Mathematical Systems, n. 465, 215-226, Springer-Verlag, Berlin.
Lootsma F. A. (1997), "Multicriteria decision analysis in a decision tree". European
Journal of Operational Research 101, 442-451.
Martini M. (1991) “Il confronto dei valori nello spazio: un approccio assiomatico” in
“Statistica economica” G. Marbach (a cura di), UTET, Torino.
Pedretti A. (1999) “I numeri indici. Teoria e pratica” Giuffrè Editore, Milano.
Quintano C. (1999), "Professional Positioning based on Dominant Eigenvalue Scores
(DES), Dimensional Scaling (DS) and Multidimentional Scaling (MDS) Synthesis of
Binary Evaluation Matrix of Experts", in "Classification and Data Analysis- Theory
and Application", Vichi M., Opitz O. (eds),  Springer Verlag, Berlin Hedelberg.
Saaty T.L. (1980), "The Analytic Hierarchy Process", McGraw Hill, New York.
Saaty T.L., Vargas L.G. (1984), "Comparison of eigenvalues, logaritmic least
squares and squared methods in estimating ratios", Mathematical Modelling 5, 309-
324.
Stuvel  G. (1989) “The Index-Number Problem and its Solution” The Macmillan
Press Ltd, London.
Szulc B. (1964) “Index Number of Multilateral Regional Comparison” Przeglad
Statystieny n. 3.
Vitali O. (1999) “Statistica economica” Cacucci Editore, Bari.


